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MULTI-CLASS SAFETY HELMET DETECTION USING FASTER- RCNN AND SINGLE SHOT 

DETECTOR ALGORITHMS 

1
Sai Sharan,

 2
Preetham Reddy,

 3
Fayaz Moqueem and 

4
Afraz Moqueem 

1,2School of Electronics and Communication Engineering, Vellore Institute of Technology, Vellore, India 
3,4School of Electronics and Communication Engineering, Muffakham Jah College of Engineering and 

Technology, Hyderabad 

ABSTRACT 
In recent days, Industrialisation and globalization drastically increasing the construction of massive buildings 

globally. With the increase in the number of structures, there is also an increased number of workers at risk. 

Since construction requires workers to do tasks at dangerous places operating heavy and hard materials, it is 
necessary to wear a safety helmet to avoid serious injuries and deaths. Studies indicate that helmets safety 

could reduce brain injuries as high as 95% for concrete block impacts. So, this paper put forth two algorithms 

for detecting safety helmets in real-time. The algorithms used are Single-Shot MultiBox Detector and Faster 
Regions with Convolutional Neural Networks(Faster-RCNN). This paper also performs a comparative analysis 

of F-RCNN and SSD in safety helmet detection. Our work has a plethora of applications such as real-time 

patient monitoring, etc. 

Keywords: Faster R-CNN, SSD, Deep learning, Data Augmentation. 

I. INTRODUCTION 

A large number of hospitalizations of construction workers is related to not wearing a safety helmet at the 

construction site. Dangerous work conditions and heavy construction materials put works life at high risk. 
According to the studies conducted by the US Bureau of Labor Statistics, there is an approximately 2% increase 

in the fatality rates of construction workers every year. Studies in China indicate that about 840 construction 

workers without helmets died by falling from elevated places. All these statistics emphasize the importance of 
wearing a safety helmet. This issue can be addressed by deploying surveillance cameras at construction sites and 
constantly monitoring workers. 

In recent decades deep learning is developed drastically in object detection and classification. Even though there 
are many other pre-existing helmet detections, most of them lack real-time processing and perform poorly. 

Hence, we proposed two methods for detecting safety helmets in real- time through CCTV cameras. We have 
deliberately scrutinized SSD and Faster RCNN models and done comparative analysis for the same. 

Computer Vision plays an important part in safety helmet detection. Our paper includes helmet recognition, 

feature extraction, and segmentation. Extraction of frames could ease the recognition in which an image is 
classified with a label. Segmentation creates a pixel-level understanding and helps to track helmets in the frame. 

A Faster Regional Convolutional Neural Network is extensively used for helmet detection in real-time. It 

involves a pre-trained CNN feature extraction network. Then the dataset is augmented and trained on two 

subnetworks of Faster RCNN. One of them, the Region Proposal Network(RPN), generates object proposals, 
whereas the other network helps to predict actual object class. Finally, an ROI pooling system followed by a 
bounding box is used and displays whether the helmet is detected or not. 

Single Shot Detector (SSD) uses a multi-box approach to detect objects in a single image. It’s an accurate and 

efficient object classification model. However, it is more complicated than R-CNN architecture, and bounding 

box proposals are eliminated to get faster output. It is generally based on reducing convolutional filters to 
predict object classes for low-quality pictures. 

This paper follows the following sections. Section I provides an introduction followed by related works in 
Section II. Section III carried through the overview, and proposed models and methodology are mentioned in 

section IV Section V includes the result and discussion. The paper comes to an end with a conclusion and 
references. 

II. RELATED WORK 

Work at construction sites usually involves high-risk tasks requiring workers to go to dangerous places with 

heavy materials. However, the construction authorities and government emphasize ensuring the workers' safety 
by implementing rules that require every worker to wear a safety helmet. This way, there could be a decline in 

the number of instances of serious injuries and deaths. But, due to little or no awareness among the workers and 

carelessness of the officials at construction sites, helmets are not efficiently used. So, to counter this dangerous 
act, there must be a helmet monitoring system to ensure safety at the construction site. Many previous works 
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have implemented helmet detection systems based on various machine learning and deep learning models, 

which are mentioned in the following literature review. 

According to [1], although existing object classification works were based on detecting those without helmets, 
they relied entirely on image processing techniques, which were tedious and complex. The paper compares 

various recently developed methods for detecting helmets. Various important concepts such as Deep learning, 

Machine learning, and Image processing. A clear block diagram of a process of object detection using image 
processing is presented. Classifiers such as VGG16, VGG19, Inception V3, and MobileNets are compared for 

the evaluation metric Accuracy. It is observed from the tabular results that MobileNets outperformed other 

classifiers. The authors also put forth the implementation of number plate detection with the help of Natural 

language processing. Various stages of NLF for detecting number plates are included in the paper. Finally, it is 

concluded that the new machine learning methodologies would ease the process of helmet detection. 

In [2], Arya et al. developed a video monitoring system based on computer vision for helmet detection of 

construction workers. The paper proposes a clear overview of machine learning-based helmet detection. The 
authors considered video input as a dataset and converted it into image frames so that these images can be 

classified. The extracted frames are then preprocessed to be suitable for further detection. Finally, features are 

extracted from the input image. In the paper, the authors compared various algorithms such as Faster RCNN, 

CNN, and YOLO v2 to detect helmets. In the end, It is concluded that almost all the deep learning algorithms 

considered provide more than 90% accuracy, and each algorithm has its pros and cons in detecting helmets. 

According to Runyon et al. [3], although helmet detection effectively reduces accidents at construction sites, it 

is complex and challenging to implement efficiently. So the authors propose a YOLOV4 deep learning model to 
detect helmets of construction workers accurately in real-time. To be similar to an actual worksite, the dataset is 

adjusted for photometric distortions by adjusting brightness, image noise, and other cosmetic parameters. The 

paper performed the Mosaic data enhancement method in which four images are randomly selected and put 
together as a single image. To solve the high cost of reasoning calculation, a CSP module is added to 

YOLOV4 to make CSPDarknet53. The final deep learning model after training with the dataset produced an 

accuracy of 95.1%. 

According to Zijian Want et al. in [4], the existing deep learning models for detecting personal protective 
equipment lack performance and detection range. The paper put forth an approach for training and evaluating 

eight detectors based on YOLO architecture. This paper aimed to detect six classes which include four different 

colored helmets, vests, and person. The dataset consisted of 1300 high-quality CHV images created similar to 
the real work environment as background. Different versions of YOLO were analyzed based on performance 

metrics such as accuracy and speed. The comparative results indicated that YOLO v4 could not improve its 

performance by adding more datasets. YOLO v5x has the best mAP value, and additionally, it is found that 
YOLO v5s has a faster processing speed for a single image. The paper also mentions the limitations of the 

model, which include YOLO models inaccurately predict small substances from long distances. 

In [5], Haikuan Wang et al. proposes a new detection model based on improved YOLOv3 to aim for higher 

detection capability on the construction site. This model is named CSTOLOv3. In the beginning, the farknet53, 
which is considered the backbone network, is improved by applying the cross-stage partial network, which 

further enhances the training speed and minimizes the calculation cost. Then the spatial  pyramid pooling 

structure is then incorporated in the YOLOv3 model and followed by the fusion top-down and bottom-up 
feature strategies to enhance multiscale prediction. The dataset is derived from the real construction areas 

surveillance cameras and consisted of around 10,000 images. Manual annotation is required for training the 

model with the provided dataset. It is concluded that the novel method can successfully outperform YOLOv3 in 

terms of speed. Moreover, it can reduce mAP by 28% compared to YOLOv3. 

In [6], Guoqing Jin et al. proposes implementing Densenet with YOLOv3 to reduce the technical cost and 

feature extraction. This collectively is termed as YOLO- Densebackbone Convolution neural network. The 

results imply that the new model has an improved accuracy of 2.44% greater than the conventional YOLOv3 

model. 

In [7], Yang Bo et al. devised a method to ensure that workers wear their helmets correctly. The proposed 

model uses YOLOV3 to detect helmets and heads to categorize and classify the input images. For training 
purposes, the model used the publicly available COCO dataset. The model was sorely tested using pictures 

from a real-time situation on a construction site. The model intended to overcome the manual method of safety 

checks. The detection algorithm used YoloV3 with Darknet53 as a backend engine. The researcher claims that 
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their model gave out accuracy of 90 percent. The paper also included comparisons of YoloV3 with other image 

detection algorithms such as SSD and DSSD. 

In [8], Amal Santosh et al. developed a methodology for detecting if motorcyclists were wearing helmets while 
riding. The model used SSD to determine the bounding boxes and a single-layered CNN architecture to 

segregate the input into two groups: those who wore helmets and those who did not. SSD was employed to 

complete both the image segment and classification tasks. The developed model also employed the YOLO 
technique to recognize license plates of riders who were not wearing helmets. They used images from a video 

clip collected from a security camera for training purposes. The model's long-term goal is to automate the 

challan generation process. 

In [9], Shoukun Xu et al. suggested a sophisticated deep learning-based approach to address difficulties with 
safety measures by tracking employees who wear helmets against those who do not. To grasp insights 

containing tiny features, the model employs an improvised Faster RCNN model. The model also makes use of 

Online Hard Example mining to improve and stabilize the positive and negative outcomes of the input samples. 
VOC2007 and VOC2012 datasets were used to train the model. To achieve reliable findings, the IOU was 

adjusted to 0.95 for categorization reasons. Compared to the generic Faster RCNN, this model promises to 

provide results that are 7percent more accurate results. 

In [10], Zheng Fan et al. came up with a novel approach for helmet detection. The method is integrated with two 
basic algorithms. These base algorithms take their position based on the size of the required features from 

an input image. The base algorithms are Faster Rcnn and Cnn. The main motive of these fundamental 

algorithms is to extract needed insights from a particular image. Integration of the base algorithms is done using 
ensemble learning. The model is trained using a publicly available data set consisting of over 7000 images and 

used five-fold cross- validation to improvise the accuracy. The authors claim that this novel approach 

outperforms Faster Rcnn with a mean average precision of 0.93. 

Rui Geng et al.[11] with a novel approach improvised YOLOV3 algorithm for better helmets detection without 

compromising in its speed. The main motive is to increase the accuracy of detection in an unbalanced dataset. 

The model incorporates Gaussian Fuzzy algorithm for data augmentation for better target detection. The 

Gaussian blurring process was employed for better image enhancement and to apply image transformers to the 
loader. The model uses cross-entropy as a loss function. The researchers claim that this model improved the 

confidence level of YOLO-V3 target detection by 0.01-0.02 percent of the unbalanced dataset that contained 

over 600 images. 

Jie Li et al. In [12] proposed a model for helmet detection using state-of-art machine learning techniques. The 

model employed the ViBe background modeling algorithm to segregate the objects in motion and bring them 

into the foreground. To characterize interior human motion, the Histogram of Oriented Gradient (HOG) feature 
is retrieved after collecting the motion region of interest. The histogram of the oriented gradient was calculated 

using HOG, and the original picture was normalized using gamma correlation. The model further used SVM for 

the classification. Finally, the model used a color feature to detect instances where a safety helmet was worn. 

The model gives out accuracy of around 80 percent at seven frames per second. 

A. LIMITATIONS 

Although there are existing works are based on helmet detection, the are not feasable to implement in complex 

and real time detection conditions. Some limitations are monomial classification which just involves, weather a 
person is wearing helmet or not. So, In this paper, multiclass classification of helmets is done to detect various 

types of helmets and also moniter in realtime conditions. 

We have also scrutinized Faster-RCNN and SSD algorithms to compare each other in detecting helmets. 

III. OVERVIEW 

A. MOTIVATION 

Although there are research works already done on helmet detection, most of them turn out to be impractical and 

inefficient when it comes to detecting the helmet in real- time rather than in static conditions. Moreover, 
existing models consume a huge amount of time for training and involve complex processes. Adding to that, 

most of the works are based on binary classification, which involves “Helmet detected” or “Not” output, 

whereas this paper proposes a multiclass detection model in which helmets with different colors can be 
detected. This multiclass detection is very much helpful in analyzing the type of workers present in the 

construction site. For instance, if the system does not see a white helmet for 24 hours, it could alert a higher 

supervisor that the engineer is absent for that day. 
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B. DATASET 

Since there are no suitable datasets for our paper, they contain one class of helmets, even if available. So for this 

paper, we have built our Dataset by collecting 961 images from google. We have divided our Dataset into three 
classes, namely engineers(385), laborers (317), Electricians(259). We have divided the Dataset in the ratio of 60 

to 40 percent as a training and testing set. The Dataset built would be released to kaggle soon after works get 

completed. 

C. Pre-processing 

The Dataset contains images of different sizes and different lightings. Few of them are in black and white. So 

we have done preprocessing on the Dataset to make it suitable for training the models. All the images are 

resized to 125 x 125 pixels to ensure all of the same size and quality. Since the images are not clear, contrast 
enhancement is done to make them distinguishable using colors on output. After that, the Dataset is augmented 

to create more images so that accuracy of the model increases. 

IV. PROPOSED MODELS 

A. Single Shot Multibox Detector 

The Single Shot Multibox Detector (SSD) is a deep learning object detection method that adds many layers to 

the preexisting CCN structure to offer a thorough categorization of the input images from the dataset. SSD is a 

variant of the VGG16 architecture, which was previously available.SSD is a VGG16 architectural modification 
that adds layers to identify numerous objects from a single picture input. When compared to VGG16 

architecture, SSD has a higher mean average precision. Because of its superiority in object identification from 

high-quality pictures and flexibility to facilitate transfer learning, the SSD method employs the VGG16 

architecture as the basic network. 

The input picture is first fed to the VGG16 architecture, which extracts feature maps. The output of the VGG16 

is then input into SDD, a six-layer convolutional neural network that makes predictions for each class. With a 
progressive reduction in the input size to each matching layer, the layers are employed for feature extraction at 

various sizes. SSD creates several predictions for each item, resulting in many bounding boxes. To eliminate 

duplicate predictions, we use a non-maximum suppression classifier. SDD examines each object's confidence 

score and considers the best forecasts to get an accurate result. SSD matches the default bounding boxes 
generated after the six-layer classification to the ground truth boxes during training. For this purpose, SSD 

employs IOU (Intersection Over Union), which is computed as given in the equation below. 

The initial task of the Faster R-CNN is to employ the Region proposal network(RPN). Region proposal 
network's main motive is to categorize between the foreground and the background class. To detect the 

required object or extract the features from an input image of the dataset, RPN 

 

In equation 1, the area of part1 represents the area covered by the helmet, and the total area is the complete 
object area. Only bounding boxes that have a 50% overlap with the ground truth boxes are deemed exact. SSD is 

quicker than RCNN since it does not require a specialized bounding box proposal. As we continue to convolve a 

network of this depth, we are going to lose some finer details and characteristics of the input picture, but SSD is 

piled with several layers to prevent this. The SSD architecture is shown below. 

ALGORITHM 

1. Create a data collection from the 60 frames per second captured video. 

2. Train the algorithm for feature identifications such as head using the data set. 

3. Use VGG16 to extract features from the data set. 

4. Finding bounding boxes with feature maps and extra SDD layers. 

5. Bounding boxes, which are also utilized to locate IOU. 

6. Categorizing bounding boxes with an IOU of more than 0.5. 

7. A non-maximum suppression classifier is used to remove duplicate predictions. 
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Figure 2. Flowchart of SSD 

B. Faster- Regional Convolution Neural Network: 

Faster R-CNN is a pre-trained deep learning-based object detection algorithm. Faster R-CNN is a combination 

of Fast Rcnn and RPN and uses selective search algorithms for object detection. Faster Rcnn delivers the results 

in minimal time and with a greater mean average precision. 

Starts generating anchor boxes with predefined dimensions(1:1 and 2:1 and 1:2 length: width ratios) on the 

input images. Once anchor boxes are developed, Intersection over union (IOU) will be calculated for each box. 
IOU is the overlap between the anchor boxes and the ground truth boxes. In our setup, the ground truth boxes 

are the helmets. Only the anchor boxes with IOU>=0.5 will be labeled as the foreground class, and the rest 

comes under the background class. Finally, the anchor boxes which are classified under the foreground class 
will be processed for further analysis. In the next stage, the output of the RPN, which has different-sized feature 

maps, is uninformed using Region of Interest (ROI) pooling. We have several options for constructing the final 

classifier and regressor with the fixed ROI Pooling outputs as inputs. After classifying finally, a Non-max 

suppression layer is utilized for removing the duplicates, i.e., by considering only the top 100 recommendations. 

ALGORITHM 
1. Fetch the original dataset. 

2. Perform preprocessing on the retrieved dataset. 

3. Employe the Region proposal network (RPN). 

4. Generate anchor boxes with dimensions(1:1 and 2:1 and 1:2 length:width ratios). 

5. calculate Intersection over union (IOU) using equation1. 

6. Then categorize foreground and background classes. 

7. Use the ROI pooling layer for uniformity of the feature maps. 

8. The Fast R-CNN is then used to classify the extracted feature maps. 

9. After classification, a non-maximum suppression layer is employed to remove duplicates. 

 
Figure 3. Flowchart of Faster R-CNN 
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V. RESULTS AND DISCUSSION 

A. Experimental results and discussion. 

Evaluation Parameters: 
The Faster Rcnn and SSD algorithms are compared on parameters which includes mean Average precision 

(mAp) , Recall and Intersection over union (IOU). 

The simplest basic performance metric is accuracy, which is just the ratio of accurately   predicted   

observations   to the total number of observations considered. 

 

The ratio of precisely predicted positive findings to the total expected positive findings is known as precision. 

are tabulated as shown in Table-1. The table-1 depicts that Faster Rcnn outperforms SSD in every parameter. 

The SSD and Faster RCNN have an average mAp of 67.34 percent and 78.92 percent, respectively. In general, 

SSD is 27 percent less accurate than HDD. Faster RCNN surpasses SSD by 12 percent in terms of mAp. 
However, considering computation time SSD with regression architecture and a single neural network performs 

tasks faster than Faster RCNN. Overall, the Faster Rcnn with multiple data preprocessing input outperforms 

SSD for helmet identification on our dataset. 

CONCLUSION 

Construction workers nowadayas are at increased prone to riskes and loss of lives due to heavy materials. Most 

of the accidents takes place because of carelessness of the workers to not wear a safety helmet at work place. 
Our proposed models helps to moniter the safety helmets on the workers by using algorithms such as Faster- 

RCNN and Single Shot Detectors. After peroforming a deliberate comparation of both the algorithms, it is 

concluded that Faster RCNN outperformed SSD algorithm in varipus performance metrics such as mAp, IOU, 

Recall and Precision. 

 

The ratio of precisely predicted positive findings to the predicted results is known as recall. 

 

True Positive, False Positive, False Negative, and True Negative in the above equations represent the total 

number of predictions that correctly identified the helmets, the total number of predictions that correctly 
identified other objects as helmets, and the total number of predictions that correctly identified helmets as other 

objects. 

Our methodology works well for the Construction worker dataset. With larger data, our model aims to provide 
many accurate results. Our aim for future research is to assess the success of our methodology on more complex 

datasets. We plan to do research with infrared and depth data for real- world scenarios. Since it is not feasible to 

track drivers with a regular grey scale camera during a dim light, by processing temporal details in images, we 

can increase the efficiency of our model. 

 

 “A review on various methodologies used for vehicle classification, helmet detection and number plate 
recognition,” Evolutionary Intelligence, vol. 14, no. 2, pp. 979–987, Sep. 2020, doi: 10.1007/s12065-020-

00493-7. 

The only bounding boxes which has over 50 percentage overlap with the ground truth boxes ((I.e IOU>0.5)) are 

considered to deliver precise results. 

Table of Comparision: 

TABLE -I 

Parameter Faster - RCNN SSD 

mAp 78.92% 67.34% 
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IOU 72.14% 67.20% 

Recall 86.40% 81.33% 

Precision 94.24% 88.24% 

B. INTERPOLATION 
Faster RCNN and SSD algorithms are compared based on mAp, recall, IOU, and precision. The experimental 

results 
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ABSTRACT 

Cryptocurrency has so changed the financial world that it is difficult to ignore the relevance it is gaining. As 
technology keeps evolving, a stronger cryptocurrency financial system has found its place, raising its 

popularity. Manual analysis of large volumes of text data is not accurate. A system for measuring the spread 

and current trend of cryptocurrency by using text mining and data analysis is presented in this paper. News feed 

data from different domains were collected using NewsAPI. Latent Dirichlet Allocation (LDA) has been used to 
perform topic modelling, to extract trending topics related to cryptocurrency. Topic clustering is used to 

identify the topics that are related to each other. The general sentiment over the topic as reflected in the news 

items was evaluated in Sentiment Analysis, using spaCy, a Natural Language Processing (NLP) library in 

Python. Performance is evaluated using precision, recall, F1 score and support. 

Keywords: Cryptocurrency, Text mining, Topic modelling, Sentiment Analysis, Latent Dirichlet Allocation, 

Natural Language Processing 

I. INTRODUCTION 
Cryptocurrency is a digital currency system where the payment token is a string of bits[1].It is a form of digital 

asset based on a decentralized, distributed network. Blockchains, which can be termed as a Distributed Ledger 

Technology, are an essential component of many cryptocurrencies. It is devoid of a central controlling 
authority; instead relies on the above distributed network for verification of transactions, as well as for updating 

and storage of the record of transaction histories. Cryptocurrencies are the major mode of transaction in 

different applications and networks such as online social networks, online games, and peer to peer networks[2]. 
The major formats include Bitcoin, Ethereum and Dogecoin. Lately, Non-Fungible Tokens or NFTs also use the 

same blockchain technology and represent a type of digital asset that tokenizes unique items like art, music and 

a wide range of other items. Since these terms have been appearing in various news articles recently, a 

sentiment analysis can help to reveal the sentiment given out by these articles. 

Topic modelling comes under unsupervised machine learning which is used for natural language processing. It 

can be used to aid text mining where a set of documents can be represented with the help of a list of topics that 

explain the underlying information in them. Each such topic can have a collection of words which are grouped 
in such a manner that each group of words represents a topic in the set of documents. There are several topic 

modelling algorithms, of which the one discussed in this paper is a probabilistic model called Latent Dirichlet 

Allocation (LDA). The topics hence extracted have been subjected to sentiment analysis. 

Clustering is an unsupervised approach to identify groups with similar characteristics in a collection of 

observations. Among different clustering approaches, hierarchical clustering technique has been used in the 

paper to group related topics. 

II. LITERATURE REVIEW 
Topic modelling is a very popular tool for exploratory analysis. LDA is a topic modelling method which is 

simple to implement and to understand. Toqir A. Rana et al [3] explored different topic modelling techniques 

for sentiment analysis to compare the accuracy of different systems. They have found that LDA-based models 
are the most widely used and can extract those topics which appeared in the document frequently and may lack 

the ability to handle implicit aspects. Hye-Jin Kwon et al [4] used topic modelling and sentiment analysis on the 

posts of Skytrax (airlinequality.com) to figure out important words in online reviews. As a result, ‘seat’, 

‘service’, and ‘meal’ were found to be significant issues in the flight. The result also revealed that delay was the 
main issue, which mainly affects customer dissatisfaction while sentiment analysis revealed ‘staff service’ can 

make customers satisfied. 

Maibam Debina Devi and Navanath Saharia [5] made use of Latent Dirichlet Allocation (LDA) model to extract 
the topics from 150 lyrics samples of Manipuri songs written using Roman script. They used the unsupervised 

machine learning models to obtain the different sentiment class underlying the lyrics, in the form of topics. 

Rania Albalawi et al [6] have investigated topic modelling methods as applied to short textual social data, to 
detect important topics. They used two textual datasets: the 20-newsgroup data and short conversation data from 
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the Facebook social network site and found that LDA methods delivered more meaningful extracted topics and 

generated the most valuable outputs. 

Khusbu Thakur et al [7] investigated the applications of text mining among researchers and found that the LDA 
and R package is the most extensively used tool and technique. Xing Fang et al [8] did experiments on 

sentiment analysis or opinion mining for sentence-level categorization and review-level categorization. They 

collected the online product reviews from Amazon.com and used this data for the analysis. 

Sangeeta Rani et al [9] used topic modelling and sentiment analysis to identify trending topics related to Clean 

India Mission. The data they used were extracted from Twitter and the results were used to analyze the interest 

of the Indian population towards the mission. Bisma Shah et al [10] used social media content to perform a 

comparative study on different methods of sentiment analysis, extracted polarity of the dataset and categorized 

it as positive, negative or neutral. 

Table 2.1 Summary of Literature Survey 

Author Data selection for analysis Topic modelling algorithm used 

Toqir A. Rana et al [3] Customer Reviews Latent Dirichlet Allocation 

Hye-Jin Kwon et al [4] Posts of Skytrax (airlinequality.com) Latent Dirichlet Allocation 

Maibam Debina Devi and 

Navanath Saharia [5] 

150 lyrics samples of Manipuri songs 

written using Roman script 

Latent Dirichlet Allocation, 

Heuristic Dirichlet Process 
 

Rania Albalawi et al [6] Textual dataset of conversation from 

Facebook and newsgroup data. 

Latent Semantic Analysis, Latent 

Dirichlet Allocation, Non-
negative matrix factorization, 

Random projection, Principal 

Component Analysis. 

Xing Fang et al [8] Online product reviews from 
Amazon.com 

Sentiment Analysis 

Sangeeta Rani et al [9] Twitter data on Clean India Mission Latent Dirichlet Allocation 

Bisma Shah et al [10] Extracting polarity of social media 

dataset 

Naive Bayes Classifier, Maximum 

Entropy Classifier,  

Interdependent Latent Dirichlet 

Allocation 

Table 2.1 gives a summary of the literature review done by several authors in Topic Modelling. Majority of the 
authors have used the algorithm of Latent Dirichlet Allocation (LDA) for Topic Modelling. Hence in our work 

LDA is the selected algorithm for Topic Modelling. 

III. TOPIC MODELLING AND LDA METHODOLOGY 

Topic Modelling is an unsupervised Machine Learning technique in which the model identifies the topics by 
detecting patterns like word clusters. LDA is an unsupervised, probabilistic topic modelling method which 

extracts topics from a collection of papers [11]. It is used to extract the most likely terms of topics and most 

likely topics related to the documents [12]. LDA assumes that the document consists of words which help to 
determine topics and it maps documents to a group of topics by assigning each word in the document to 

different topics. Fig. 1 represents the graphical model of LDA [13]. 

 
Fig. 1. Graphical model representation of LDA [13] 
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In a corpus X containing Y words which are unique and M documents, where each document contains a 

sequence of strings s{s1,s2,s3……sn}. In a topic number P, the generative process followed by LDA for a 

document s is as follows: 

● Sample P-vector θs from Dirichlet distribution p(θ|α), θs is the topic proportion mixture of documents. 

● For i=1..n, sample word wi in the s form of document multinomial distribution p(wn| θs, β) where α is a P-

vector parameter, and p(θ| α) is given in (1), β is a P*V matrix of word probabilities and βij= p(wj=1|zi=1), 

i=0,1,…P; j=0,1,2..V. 

(1) 

 

LDA assumes independence between topics that are randomly drawn from a Dirichlet distribution. The process 
flow diagram of the LDA system applied in the current study is given in Fig. 2. It uses an unsupervised learning 

approach. 

 
Fig. 2. Process flow diagram for Topic Modelling. 

● Data collection:  The system begins with collection of the data for analysis. The newsfeed data is collected 

using News API. 

● Data pre-processing: Raw data is subject to errors, duplicates, numbers, punctuation, special characters and 
stop words. As a result, data cleaning is needed to make the data reliable for accurate analysis. The resultant 

data undergoes lemmatization and tokenization. 

● Lemmatization: It refers to using vocabulary by removing inflectional endings and returning the base form 

of words known as lemma. 

● LDA and Topic Modelling: Topic Modelling using LDA is applied on the matrix to extract trending topics 

and terms on newsfeed data related to cryptocurrency. 

● Sentiment Analysis: It is needed for opinion mining as it identifies the emotional tone in a text. An 

approach used in Natural Language Processing. 

● Topic Clustering: To identify how the topics are correlated to each other clustering is used. 

● Visualization: To effectively communicate the results obtained from analysis. The extracted topics and their 

probabilities are plotted along with the clustering output. 

● Evaluation: Evaluation is performed using precision, recall and f-score. Precision gives the percentage of 

truly positive values out of all the positive predicted values. Recall gives the percentage of predicted 

positive values out of all the total positives. F-score gives the harmonic mean of precision and recall. 

𝑃(𝜃|𝑥) =
𝛤(𝛴ⅈ=1

𝑘 𝛼ⅈ)

𝛱ⅈ=1
𝑘 𝛤 − (𝛼ⅈ)

𝜃1
𝛼1−1…𝜃𝑘

𝛼𝑘−1 
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IV. IMPLEMENTATION 

The data required for analysis is collected from news feed using News API from the domains coindesk.com, 

economictimes.com, indiatimes.com, techcrunch.com based on keywords cryptocurrency, bitcoin, dogecoin and 
ethereum. A total of 160 articles were retrieved for analysis from a period of three months. As raw data is 

subject to errors it undergoes preprocessing and cleaning for making the data accurate for analysis. 

Lemmatization and tokenization are performed on the resultant articles. The newsfeed data is then converted to 

a CSV file for further analysis. 

LDA is applied to the .csv file data using gensim.models.LdaModel. The LDA model constructed on the corpus 

obtains the result as shown in Fig. 3. It shows the most relevant terms for each trending topic with respect to 

their probabilities. 

 
Fig. 3. Result of most relevant terms versus its probabilities. 

Topic Modelling is used to extract trending topics on Newsfeed data related to cryptocurrency. 100 iterations 

were performed to get optimal results for retrieving 20 most trending topics and related top terms. Part of the 

output is shown in Fig. 4. 

 
Fig. 4. Result of most trending topics. 

Clustering is performed to identify how strongly the topics are related to each other. Hierarchical clustering is 

applied using the ward.D method in hclust() function. Resultant two clusters are the related topics as 

represented in the form of dendrogram shown in Fig. 5. 
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Fig. 5. Cluster Dendrogram representing clusters using ward.D method. 

For identifying general sentiments over the topics, an NLP  library of Python called spacy, is used. 

V. EXPERIMENTAL RESULTS AND EVALUATION 

The results reflect the positive outcome of the keywords. More frequently coined terms of cryptocurrency in 
news feed data are visually shown in the form of word cloud as shown in Fig. 6. Word Cloud is a visualization 

technique which uses the frequency of words in the corpus, to display words with sizes corresponding to their 

frequency. 

 
Fig. 6. Most frequent terms in the form of Word Cloud related to cryptocurrency. 

Probabilistic topic models such as LDA, are popular text analysis tools which provide predictive and latent topic 

representation of corpus. Chunksize controls how many documents are processed. Chunksize is set to 2000. 

Number of passes controls how we train the model on the entire corpus. LDA model output is represented in 

Fig. 7. 

 
Fig. 7. LDA model output showing 6 documents with 3 terms each. 
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LDA helps to create a Document Term probability matrix in which each cell represents the frequency count of 

word Wj in the document Di of the corpus. The following probabilities are considered – P(topic t / document d) 

which denotes the proportion of words in a document currently assigned to topic t, and P(word w / topic t) 
which denotes the proportion of documents with word w assigned to topic t. With each iteration, the topic-

document distribution tends to become steady. Output based on 100 iterations is represented in Fig. 8. The 

figure shows 10 documents, each with 10 words which have the most probabilities. 

 
Fig. 8.TopicWord Probability Matrix after 100 iterations. 

Evaluation of sentiment analysis is done using statistical measures of precision, recall and f-score to assess its 
accuracy in different iterations. Precision, Recall and F-score calculations of five iterations are represented in 

Fig. 9. 

 
Fig. 9. Evaluating the predicted sentiment with score. 

Recall gives the metrics that measure the proportion of relevant keywords among recommended keywords. 

Precision measures the retrieved recommended keywords to the actual keywords. F-score represents the 

effectiveness of retrieval   combining precision and recall. Predicted sentiment is positive with a score of 99.9%. 

CONCLUSION 

Being one of the trending topics in the financial sector recently, news websites frequently publish articles 

related to Cryptocurrency and other related topics. Topic modelling is used as a text mining technique for 
identifying the topics from a collection of news articles related to cryptocurrency and then applying hierarchical 

clustering for finding a connection between these topics. Visualization tools are used to present the topics and 

their probabilities, and the association among them. LDA model was used as the topic modelling technique to 

extract the most trending topics from the collected news articles after initial pre-processing. Sentiment analysis 
performed by the Natural Language Processing library spaCy revealed that the sentiment reflected recently was 

mostly positive. 
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ABSTRACT 
The Covid-19 lockdowns imposed certain restrictions in outdoor activities and triggered catastrophic impacts 

on all sectors of the economy. In this light, the sacrosanct sector of education is no exception. To combat the 

menacing pandemic, every institutions across the globe had to be shut down due to the lockdowns, as a result 

getting a move on was felt quite difficult. However, the ambit of technology has emerged as an impeccable 
talisman to rescue the pandemonium and keep the hallowed milieu of education afloat. The facilitation of 

teaching and learning facilities along with a plethora of other academic activities conducted through digital 

technologies online has been a force to reckon. In this context, capturing the perceptions of individuals towards 
such online academic endeavours seems pivotal. The current research study is attempted at examining and 

analyzing the attitudes and behaviour of the students towards virtual conferences by the application of 

Technology Acceptance Model (TAM). For this purpose, a survey has been conducted on 334 college students 
in the metropolitan setting of Kolkata. The findings reveals that such students have a strong penchant towards 

virtual conferences as there exists a positive and significant relationship amongst different dimensions of TAM 

constructs with the attitude and behaviour of students amidst COVID-19 pandemic. The study also revealed that 

gender had no impact on perceptions of students towards online conference. 

Keywords: COVID-19; Virtual Conferences; Attitudes and Behaviour; Technology Acceptance Model (TAM); 

Students 

INTRODUCTION TO THE STUDY 
In the backdrop of this fast paced world, where rapid technological advancements are exhibiting myriad 

uncanny pyrotechnics it has been witnessed that there has been a bewildering intensification in the use of digital 

technologies, largely triggered by the dramatic rise in the usage of internet, smartphones and relentless 
percolation of technologies in the ambit of E-commerce. The Indian consumers are fast relinquishing the offline 

activities for the innovative comfy online services. In this context, the burgeoning of virtual conferences and 

their acceptance by students has been of the striking revelations during the COVID-19 pandemic. Virtual 

Conferences also termed as E-Conferences are held online by various digital platforms like Zoom, Google 
Meet, Webex and Microsoft Teams. The usage of such online tech-savvy platforms has boosted the current life 

of students as well as academicians to keep education upbeat. Contrary to this, wherein offline conferences had 

certain travails like physical travelling, expenses, spoil of energy, wastage of time and much more. What is 
more important is that, online conferences is also serving the need of the situation when social distancing is to 

be strictly maintained and harsh COVID-19 protocols need to be followed while still staying at home for the 

most of the time. A well-observed fact in the ambit of academia during these challenging times has been the 

adoption and usage of digital technologies for conducting online academic endeavours like teaching-learning, 
online FDP, online MDP, online conferences, online webinars and many more such eye-twitching activities. 

The surge in the acceptance and usage of such online activities among the Indians and all across the world bears 

a strong testimony to this fact. The present research study purports to investigate the intrinsic motivations, 
perceptions and adoption mechanisms of college students towards online conferences in the context of the 

COVID-19 pandemic. The current research study has been undertaken in city of Kolkata by surveying as many 

as 334 respondents who are college students. 

One of the arduous challenges for any academic researcher lies in augmenting the current level of consciousness 

of multiple factors which trigger the mobile wallets to be accepted and adopted especially in times of Covid-19 

when talking in the context of Technology Acceptance Model (TAM), where the crux objective is to probe into 
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the underlying perceptions, motivations, attitudes and behavioural intentions of Indian consumers towards these 

agile mobile applications. TAM is an information system model describing a number of decisions which 

influence how consumers would accept and use a new technology when presented with it. In the current 
research study, we have rejigged the model of TAM to include concepts of ‘Subjective Norm’ and ‘Exigencies 

(Covid-19).’ Albeit, few researchers in the past have blended the various components of ‘Attitude-Intention-

Behaviour’, in this particular research study we intend to emphasize on conventional TAM with certain minor 

modifications. 

LITERATURE REVIEW 

TAM is an extension of the “Theory of Reasoned Action” (TRA). TAM is an amelioration over TRA as it was 

built on certain independent variables like “Perceived Usefulness” (PU) and “Perceived Ease of Use” (PEOU) 
as well as dependent variables like “Attitude towards Usage” (ATU). Fred Davis had coined the term PU as the 

degree or extent to which a person believes that using a particular system would lead to enhancement of his or 

her job performance. Davis (1989) defined PEOU as the degree or extent to which a person believes using a 
particular system would be free from effort. Further adding to the theory, Davis (1993) said that the usage of 

actual information system was determined by a concept called Behavioural Intention (BI), which was 

determined jointly by the users’ attitude towards the use of the system and perceived usefulness. He defined it 

as “the subjective probability that an individual will perform a specified behaviour.” Attitude towards Usage 
(ATU) is a crux dependent variable in the TAM and in the words of Ajzen & Fishbein (2000), “it is the 

evaluative effect of positive or negative feeling of individuals in the usage of a particular system.” With the 

passage of time, the concept of TAM began bolstering from the dynamics of retrospective information 
technology to integrate novel concepts like e-commerce and m-commerce. Lin et al. (2008), in their study 

focused on the application of TAM, in that they endeavoured to corroborate the influence of crux elements like 

mobile trust, perceived usefulness, perceived ease of use and service fee on wireless mobile data service 
categorizing them as independent variables having an inexorable impact on the customer adoption of SMS 

technology. It is noteworthy that the traditional model of TAM has also proven to be quite flexible to include 

independent constructs most notably ‘Subjective Norm’, as first introduced by Taylor & Todd (1995), who 

defined it as “the influence gained from social circle on whether or not to use a particular.” TAM is still being 
relentlessly studied and expanded. “The two major upgrades under the umbrella of TAM are TAM 2 

(Venakatesh & Davis 2000 and Venkatesh 2000) and Unified Theory of Acceptance and Use of Technology 

(UTUAT, Venkatesh et al. 2003).” As per Venkatesh & Bala, 2008, “TAM 3 has also been proposed in the 
context of e-commerce which would include the effects of trust and perceived risk on system use.” Though very 

few researches has been conducted in the past taking into consideration the concept of Subjective Norm in the 

context of TAM, we find it extremely grueling to come across the domain of Exigencies used as a construct in 

TAM. This in fact is the essence of our present research study. 

RESEARCH OBJECTIVES 
1. To introduce a novel Technology Acceptance Model for capturing student perception towards e-conferences 

2. To probe into the perception of the Indian students towards virtual conferences. 

3. To explore if gender has any effect on perceptions of students towards online conferences. 

Development of Research Model and Hypothetical Statements 

The below model is a re-modified TAM. The constructs namely ‘Subjective Norm’ and ‘Exigencies (Covid-19)’ 

has been incorporated to cater to the influence of peer groups and urgent unforeseen needs respectively. 

Therefore, our research model comprises of 6 constructs, which has been developed and presented below. 

 
Figure 1: Research Model 
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The current research study purports to develop a research framework for the user acceptance and intention of 

mobile wallets, pillared on a re-modified Technology Acceptance Model (TAM). For this purpose, the 

following hypotheses have been developed and substantiated through the above research model represented 

above. 

H1: “Perceived Usefulness has a positive influence on Attitude towards Usage” 

H2: “Perceived Usefulness has a positive influence on Behavioural Intention” 

H3: “Perceived Ease of Use has a positive influence on Perceived Usefulness” 

H4: “Perceived Ease of Use has a positive influence on Attitude towards Usage” 

H5: “Subjective Norm has a positive influence on Behavioural Intention” 

H6: “Exigencies (Covid-19) has a positive influence on Behavioural Intention” 

H7: “Attitude towards Usage has a positive influence on Behavioural Intention” 

DATA AND METHODOLOGY 
A rigorous research was conducted including both primary and secondary data. Secondary data was used to 
create a robust foundation of conceptual framework of the present research study. For this purpose, several 

research papers has been acquired from various authentic and reliable e-resource sites like EBSCO, BASE and 

Google Scholar. For the purpose of primary data collection, a survey has been conducted on a total sample size 

of 350 respondents, in the age group of below 18 to 55 years and engaged in education and various occupations. 
For the purpose of data collection a close-ended questionnaire was developed. Most of the questionnaire were 

mailed while others were randomly doled out to the respondents. The respondents in the present study form the 

residents of Kolkata. The questions in the questionnaire were mostly self-developed albeit few questions have 
been adopted from previous researches. The questionnaire contained 22 questions under 6 segments, namely, 

“Perceived Usefulness” (PU), “Perceived Ease of Use” (PEOU), “Subjective Norm” (SN), “Exigencies” 

(Covid-19), “Attitude towards Usage” (ATU) and “Behavioural Intention” (BI). A “Five-point Likert Scale” has 
been used to measure the concepts. There were few responses which were erroneous and some were not 

returned, hence, those responses had to be rejected. After the rejection of such responses, the final valid 

responses stood at 334. The data obtained has been processed by using SPSS version 23.0. 

ANALYSIS AND PRESENTATION OF DATA 

 Demographic Profiling 
Table 1: Representation of Demographic Statistics 

 

We observe that the ratio of male and female is moderately balanced in the proportion 178:156 where the total 

respondents are 334. 

 RELIABILITY ANALYSIS 

A reliability analysis has been conducted to check the internal validity and consistency of the items used for 
each factors. For conducting, reliability statistics, IBM SPSS version 23 has been used. As per Nunnally (1978), 

“questionnaire for various factors are judged to well reliable measurement instrument, with Cronbach’s Alpha 

scores being all above 0.6.” The reliability statistics prove that the “Cronbach’s Alpha” score were above the 
standard value of 0.6, thus, validating that all the 22 items fit perfectly in our questionnaire and support our 

proposed research model. Cronbach’s Alpha is actually a measure of internal consistency of items, implying the 

related closeness of a set of items as a group. In the present study, it serves as a basis for measuring the scale 

reliability of the items used in the questionnaire. 

Table 2: Reliability Statistics for all variables (n=22) 
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 Correlation Analysis 
After conducting the reliability analysis, it is vital to find out the relationship between the 6 factors as well as to 

examine the hypotheses of our proposed research model. To serve this purpose, we have conducted a correlation 

test by using SPSS version 23. The below table shows that the correlation between PEOU, PU, ATU, SN, EX 
(Covid-19) and BI are positive and significant, thereby, confirming, our original hypotheses made in the 

literature related to TAM. The correlation statistics has been presented below. 

Table 3: Representation of Correlation Matrix 

 

 REGRESSION ANALYSIS 
To further bolster our research findings, we have also conducted a regression statistics to test the different 

proposed hypothesis. First, we examine the relationship between H1 and H4. 

Table 4: Regression Statistics 

 

As we can see from the above table, the value of R square indicates that the two predictors (PU, PEOU) 
explains 71.7% variations in ATU. It explains the rationality of this model, albeit there might be other oblivious 

factors having an impact on the respondents’ ATU. The standardized coefficients (β) shows that PU (β=0.553) 
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have a larger impact than PEOU (β=0.381). Also, the Sig. indicates that both of the predictors have a significant 

and positive impact on ATU scores being less than 0.001 level. “Unstandardized Coefficients” are those which 

are obtained after conducting the regression test on variables which are measured in their original scales and it 
reveals the impact of each of the individual variable on the dependent variable, while “Standardized 

Coefficients” are obtained by the regression test on rescaled variables and it reflect the comparison the impact 

of various predictors on the final outcome. 

Table 5: Regression Statistics 

 

From the above table it is confirmed that all the four predictors namely PU, SN, EX (Covid-19) and ATU had a 

significant and positive influence on BI, with (β=0.558), (β=0.287), (β=0.315) and (β=0.394) respectively for 

each predictor. Each of the four predictors have Sig=0. 

Finally, we conduct a regression analysis to examine H3. 

Table 6: Regression Statistics 

 

Finally, one more determination of a regression model was done to test our fourth hypothesis, i.e. influence of 

PEOU on PU. As evidenced from the above table, the value of R Square is 0.687 which represents that PEOU 
explains 68.7% variations in PU. We also notice that Standard Coefficient value is (β=0.381), PEOU had a 

significant and positive impact on PU. Hence, our proposed research model along with the hypotheses are 

rightly proven correct as evidenced by the robust examination and analysis. 
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 Chi-Square Test 
It is an important objective of our current research study to explore the relationship between demographic 

variable of gender among college students and perception towards virtual conference. Chi-Square Test would 

help us to see whether the observed frequencies in the data results are supporting the relationship or not. 

Table-7. Gender and Perception towards Virtual Conferences 

 

DELIBERATIONS OF RESEARCH FINDINGS 

This study was a pioneering effort in the application of virtual conferences into a TAM model which was re-

modified especially by including the novel constructs of “Subjective Norm” and “Exigencies (Covid-19)”. 
According to our research findings, “Perceived Usefulness” (PU) had a significant impact on “Attitude towards 

Usage” (ATU). It was also observed that PU was significantly related to “Behavioural Intention” (BI). The 

reason behind this could be that students are willing to adopt a beneficial technology that could make their life 
more convenient. “Perceived Ease of Use” (PEOU) was significantly related to ATU. Furthermore, the domain 

of “Subjective Norm” (SN) which deals with the influence of social circle had a significant impact on the 

“Behavioural Intention” (BI) of the students. Social interactions in today’s world plays a pivotal role in shaping 
the perception and attitude of people, in this case, the perception and attitude of respondents towards online 

conferences. We also notice that “Exigencies (Covid-19)” also influence the attitude of students as evidenced by 

our research findings. In fact, the spectacular adoption and usage of online education endeavours in the era of 

Covid-19 is a fact well-documented. This shows, that the perception of students will be quite different in case of 
urgent need or emergency situation or any other kind of exigencies. The findings of the present research study 

also proved that PEOU had a strong influence on PU, suggesting that providing adequate user training is vital 

for fine-tuning the consumers’ perception about the usefulness of a technology which is quite new. Ultimately, 
we comprehend that the attitude of students has been prodigious in shaping up their behaviour as both 

psychological and physiological faculties are a nifty driving force in the development of perceived likelihood of 

students. 

CONCLUSION TO THE STUDY 
The findings of the present study further highlights the importance of the study as the various hypothesis put 

forth has been proved by robust empirical results which have been obtained. The face of technology has 

witnessed a seismic shift, particularly in the recent years because of a plethora of instauration. The digital 
technological platforms possess uncanny qualities supporting myriad technological applications which has 

proven to extremely useful for the many people. Amidst this pandemic, many tech-savvy digital academic 

platforms have served the purpose of students by absorbing their despondency. We have been able to bring out 
the effectiveness of virtual conferences when talking in the context of perception of students towards it 

especially in the COVID-19 era. The present research study has highlighted certain crux components under the 

TAM constructs, which will be quite useful to guide future researches. College Students in Kolkata highly value 

virtual conferences. A reason for this lies in the confidence and the eagerness among the erudite students who 

are always ready to embrace new-fangled technology. 

FUTURE SCOPE 

A similar study can be conducted finding the perception of teachers towards not only virtual conferences but 
also towards online mode of teaching in the context of COVID-19 pandemic. Furthermore, it would also be 

worthwhile to take into account the influence of various learning apps on both students and teachers. To bolster 

the worth of the study, a larger sample should be selected and surveyed as well as the study could also be 
conducted across a wider geographical boundary to gain more insights about perception of students and teachers 

towards various aspects of online academic activities. 
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ABSTRACT 

The wearables industry has developed substantially in the last decade, notably in the fitness and e-health 
tracker sectors. These trackers provide new capabilities that need a huge amount of personal data to be 

collected. Fitness trackers have been the victim of targeted assaults such as eavesdropping, unauthorized 

account access, and fraudulent software upgrades as a consequence. Since the arrival of the internet, security 

has been a risk and a highly debatable topic. In terms of data sharing on the internet, privacy has also been a 
critical problem. Wearable technology poses comparable concerns, and in some respects, they are amplified by 

the sensitivity of the data collected by these devices. There are many different sorts of wearable devices, each 

with its own set of issues and drawbacks, but security and privacy are considerations that apply to all forms of 
wearable devices, whether big or small. The objective of this paper is to get a better understanding of the 

various ways in which today's wearable technology may violate our personal privacy and security, as well as 

suggest ways for organizations to tackle concerns connected to the privacy and security of their wearable 

devices. 

Keywords: fitness tracker, security, privacy 

INTRODUCTION 

As a consequence of technological developments, the use of wearable technology has gained in popularity 
recently. As more companies strive to make current CPUs smaller and more effective, and develop new sensor 

devices that can measure even more body information with better precision, more companies are seeing this as 

an opportunity to bring technology into everyday goods like garments and other items. [1] Wearable 
technology's advantages and possibilities are evolving constantly. Wearable technology has advanced in the 

previous decade to collect more sensitive data such as heart rate, blood pressure, oxygen levels, and much more. 

Establishing customer trust, security and privacy are also a crucial part. Wearable devices have emerged as a 

powerful tool for personal fitness, allowing proactive individuals to establish personal health and wellness 
objectives, track their progress, and push themselves to achieve greater goals. While wearables have a variety of 

applications for personal health, they also raise some serious ethical issues. Questions have been raised, in 

particular, concerning the role of organizations that capture and handle the data collected by wearable devices. 
These ethical concerns about wearables touch on a number of critical issues such as individual privacy rights 

and data permission. The goal of this paper is to get a deeper understanding of the various ways in which 

today's wearable technology might violate our personal security and privacy, as well as the steps taken by the 

firms that manufacture these to prevent such a violation. 

BACKGROUND 

Wearable technology is a form of technology that may be worn on certain areas of the body, as the names 

indicates. These are minicomputers that have been developed in the shapes of wrist worn bands, chest worn 
straps, and several other items. They are intended to be easy to wear for long periods of time, and are typically 

made of materials that aren't associated with electrical equipment, such as fabric and rubber or silicone as a 

substitute of metal and plastic. [1] They can either assist the user in simplifying routine chores or allow the user 
to accomplish them in a far more efficient manner while they are worn. They are intended to enhance and 

improve a user's life by delivering valuable information specific to them, such as the ability to detect the quality 

of their sleep and heart rate, or just receiving useful alerts like reminders and phone calls. Some devices are 

called "complementary," in that they require other sort of primary device to operate and, in general, 
communicate between these devices via a wireless connection, with certain devices preferring to link to the 

primary device via a physical connector. Typically, these devices include a number of sensors that work 

together to complete a task. These sensors include accelerometer, pedometer, and heart rate sensor, which are 

most commonly used. 

In a number of digital situations, researchers investigated consumers understanding of data gathering as well as 

their attitudes about privacy and security. The majority of research focus on web/online environments or mobile 
technology. Some studies looked at security and privacy in a broader sense, examining a variety of existing and 

future technologies while others concentrated on digital apps and social media environments. IoT devices, 

wearables, and fitness trackers have received relatively less attention. Wearable devices have been conquering 
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the gaming sector; we can see that VR (virtual reality) headsets have begun to acquire more attention and appeal 

in recent years, and this is due to the fact that VR headsets have come to be utilized in more creative ways to 

entertain people. For instance, today's games may be applied to immerse the user and make them feel like they 
are a part of the game. Another usage for VR headsets is in health care, where they are used to treat individuals 

suffering from PTSD (post-traumatic stress disorder). [1] Fitness trackers are one of the most prevalent types of 

wearables presently being used by customers today, and many of them feature a variety of sensors aimed at 
measuring various body-related statistics. Companies also go so far as to incorporate sensors that can detect rate 

of breathing and body temperature, in the hopes of providing users in maintaining healthier lives.  

METHODOLOGY 

Null Hypothesis: The gender of the individual does not affect the security and privacy risks of population of 

individuals owing wearables or 

Alternative Hypothesis: The gender of the individual does affect the security and privacy risks of population 

proportion of individuals owing wearables. 

The analysis of wearable devices security and privacy, was done with the help of numerous secondary resources 

and some primary research that was performed through a survey with around 72 participants. The survey was 

conducted to get a fair idea about the knowledge and attitude of the users and non-users towards the fitness 

tracker data collected. Analysis of the collected data will give a look into what the fitness tracker users think of 

the data collected by their fitness trackers. 

An online survey for fitness tracker users was conducted to find out what they think about the following: rust in 

the understanding of data collecting and usage methods, as well as their understanding of the plausibility and 
possibility of privacy breach and risks; attitudes about security and privacy breaches and sharing preferences of 

the data 

Respondents were to think about data their fitness tracker generated and to respond to questions asked 

in [2]: 

A. Data Sensitivity: How concerned would you be if your fitness tracker data were compromised, through a 

breach of security at the company's end? (Very Concerned, Somewhat Concerned, Not at all Concerned; 
Mean=0.70, SD=0.03) 

B. Personal Data Value: Compared to other kinds of personal data (like financial information) how valuable is 

your fitness tracker data to you? (Very Valuable, Somewhat Valuable, Not at all Valuable; Mean=0.58, 
SD=0.03) 

C. Data Value to advertisers: Compared to other kinds of personal data (like financial information) how 
valuable do you think is your fitness data is to third-party advertisers? (Very Valuable, Somewhat Valuable, 

Not at all Valuable; Mean=0.65, SD=0.03) 

Other questions asked were related to the sharing activities of the user: 

1. Do you share your fitness tracker statistics online? (Yes, No; Mean=0.22, SD=0.04) 

2. Do you participate in group fitness activities? (Yes, No: Mean=0.38, SD=0.05) 

These questions were asked to gain information about the sharing tendencies of the participants. The 

participants were also asked what their biggest concerns regarding the use of wearable devices was from a list 
of concerns including privacy, security, health and extensive usage. The results revealed that a majority of 

participants were concerned about the security and privacy factors. 

KNOWLEDGE 
Regardless of the fact that fitness tracker security has improved as a result of these research, in [3,4] it has been 

demonstrated that new security measures are still required.  The authors in [3] evaluated the privacy and 

security of data transfers in eight common fitness trackers. They discovered security flaws in the majority of the 

devices they looked at, and just one manufacturer used BLE privacy. In [4] the authors conducted a security 
study of the representative sample of currently available fitness trackers. They concentrated on malicious user 

settings that attempt to insert misleading data into cloud-based applications, resulting in inaccurate data 

analytics. The fitness tracker does not have data integrity checks, and the acquired data is saved in simple text 

on the smart phone, according to their findings. 

On activity based on social networks, there has been a recent trend of sharing information and competing with 

peers or mutual connections [5]. Because effective and granular access control over data must be adequately 

given, this would pose even more security and privacy concerns. 
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In [6], the authors provide a table which lists the qualities that may be controlled, which are divided into basic 

and additional categories. The data provided by the user while creating an account and registering their device, 

as well as information obtained by the tracker and technical details about the device when it synchronizes with 
the mobile application, are referred to as "basic attributes". "Additional attributes" allow users to share more 

information in order to take use of additional services (e.g., linking a Google account, messaging, and 

monitoring meals) or to personalize their profile (e.g.: profile pictures). 

 
Fig. 1. Data managed by fitness trackers 

PRIVACY AND SECURITY CONCERNS 

Many users choose wireless connections because they might be less troublesome and offer them with a degree 

of control that is impossible to attain with traditional wired connections. While several customers prefer 
wireless connections for wearable devices, there are many dangers and downsides that might possibly lead to 

privacy and security violations. [1] Many systems depend on their wireless connections to accomplish their 

many varied duties. Most businesses prioritize low latency (time taken to send the data) while ensuring that 

their connections are safe using the most advanced encryption methods. 

Bluetooth Low Energy (or BLE) is an instance of a connectivity that has the potential to compromise a user's 

privacy and security. Manufacturers, in their eagerness to get their products to market, frequently overlook the 

security flaws they may be leaving up to all types of attackers. Some of the devices broadcasted a unique ID, 
defeating the purpose of masking, whereas the other would only alter the last few bytes of their MAC addresses, 

making them clearly identifiable and traceable. [7] Because of the inadequate implementation of Bluetooth 

devices, it is significantly easier for many people to identify devices within a specific range and to carry out 

various cyber-attacks, such as man-in-the-middle attacks, in which users may easily listen in on other users. 

Most individuals are only concerned about their privacy if it concerns to wearable technologies. This is because 

they do not want their data to be available online, and many individuals are cautious about what they post for 

others to see. 

RESULTS 

A total number of 72 participants responded to the survey. The data collected from these different individuals 

from different age groups. These respondents were asked various questions related to the data usage of fitness 
trackers.  From the total number of 72 participants, 36 females (50%) and 36 males (50%). The age groups 

ranged from 10 to 39 years and most of the participants belonged to the age group of 20 to 19 years (86.1%). 

 
Fig. 2. Count of age groups of participants 
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Fig. 3. Count of gender of respondents. 

Furthermore, within the sample 42 individuals (61.1%) owned a wearable activity tracker (18 women and 24 

men), whereas 26 individuals (38.8%) did not use such a device (16 women and 10 men). 

 
Fig. 4. Count of individuals owning a fitness tracker device 

A major part (77.8%) of the total participants said that they do not share their fitness data on the internet.  

 
Fig. 5. Count of willingness of individuals to share their fitness data on the internet 

When asked whether the participants were aware of the data policy of the fitness tracker company, 56 of 72 

(77.8%) answered no showing that large percentage of participants had no knowledge about the company data 

policies. 

 
Fig. 6. Result of question related to awareness about the fitness tracker company data policy 
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As can be seen in the figure below, the majority of individuals who participated in the survey were concerned 

about security and privacy when using their fitness trackers. 

 
Fig. 7. Result of question related to concerns regarding wearable devices. 

 
Fig. 8. Result of concern related to the breach of fitness data at the company’s end 

 
Fig. 9. Count of value of  personal fitness information 

 
Fig. 10. Result of value of information to third-party advertisers 

The above figures 8, 9 and 10 show that a sizable number of individuals are concerned when it comes to privacy 

of their data whether fitness or other. 
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Fig. 11. Interpretation of Data Sensitivity, Personal Data Value and Data Value to Advertisers with respect to 

gender 

The results in figure 11, shows that gender of an individual does not affect the security and privacy risks of 
wearable devices. (F(3,68)=0.44, p<0.8, R2=0.02) 

Using MLR, because our p-value for the variables above is more than the significance level of 0.05, we can 

reject the alternative hypothesis and accept the null hypothesis. 

INTERPRETATION OF RESULTS 

A. Users are unaware of the data being collected: As seen in figure 6, participants are quite uncertain about 
data their fitness trackers gather, and are unknown to the data usage. Given that the majority of users do not 

read their tracker's privacy policy or terms and conditions, a bigger question arises: do users truly 

understand the scope of their data collection? It's impossible to speculate further without knowing more 
about what they do know. 

B. Users take little measures to defend themselves from dangers: Users take few efforts to protect themselves 
against risks to their privacy and security. This supports the findings of Zimmer, et al. [8], which revealed 

that many participants had not reviewed their privacy settings since the gadget was first set up. Those who 

changed their settings likely limited their shared data even more. 

Several fitness trackers record personal health data like as daily steps and heart rate, but one needs to bear in 
mind that all of this information is frequently recorded via applications on ones smart phone, which have access 

to information such as calendar, contacts list, and ones whereabouts. It's not difficult to figure out where and 

with whom one spends time using this information. Therefore, one should take some precautions when it comes 

to the privacy and security of ones data. 

1. Thoroughly examine the privacy policies of the fitness tracker: Consider the default privacy policy with 

caution. In the device's "Settings," go for "Privacy Controls." Look for details on how the information will 
be accessed by friends or the general public, as well as if it will be sold. 

2. Disable "Location Tracking.": Physical location, such as residential address and daily commute, may reveal 
a lot about a person. Consider enabling location services for only a few applications. 

3. When recommended, update the device: Important security patches are frequently included in software 
updates, which should not ignored. 

4. Stay away from insecure networks: As the fitness tracker captures more and more personal information, one 
should avoid using public Wi-Fi networks to protect that information. 

5. Consider the fitness tracker like it is a valued item: It really wouldn't take much for ones identity to be 

compromised if it were lost or stolen. 

SOLUTION 
A. Creating wearable technology that can function as a stand-alone device: Wearable technology, such as 

smartwatches, may be made to work without the use of additional devices, according to this solution. For 

example, the smartwatches described earlier require connection with a phone through Bluetooth or other 

protocols and the internet of things. This approach would address the issue of data privacy in wearable 
devices, such as health records. Because many wearables are connected to other devices, such as mobile 

phones and computers, data is frequently kept there (due to the lack of storage space in the smart watch). 

Making the item a stand-alone device would protect the customers data and ensure that their information 
would not be shared or used without their consent. Because the devices do not need to be connected to a 

mobile device, this solution can address the user's security concerns. 
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B. User transparency: Developers must provide consumers with more and better information about their 

wearable devices. As wearable devices become smarter, users must understand what information the devices 

collect about them. Users must also understand how to use devices effectively and in a way that does not 
compromise or threaten their personal security, because if the security is compromised, it would result in a 

privacy issue, as data will be released and private information will be made public. 

C. Incorporating different policies to secure the user's privacy: Adding numerous policies can aid in the user's 
privacy solution; nevertheless, the user must review the device's documentation and instructions in order to 

understand what information is shared; moreover, the user must understand where his data is kept and who 

has access to it. For example, with GPS tracking, the user must be made aware that their location is always 

being tracked; organizations should make it a policy to tell users of this information so that their privacy 

and safety are not compromised. 

D. Terms of Service and User Guidelines: Developers will need to include rules for the usage of their goods in 

order to prevent additional privacy concerns. This will benefit both the user and the developers of wearable 
devices, because these recommendations will help safeguard both the customer and the developers of 

wearable devices. Furthermore, following these guidelines will aid in the prevention of any potential legal 

issues that may arise with the clients in the future. 

LIMITATIONS AND CONCLUSION 
The sample size may not be representative of the entire fitness tracker users community The participants, who 

ranged in age from 10 to 39, do not represent older users' views. The survey captures subjective self-reported 

answers. While a questionnaire allows for the identification of trends in terms of knowledge, adding user 

interviews might yield a more detailed analysis. 

The survey findings have given us a fair idea of what fitness tracker users know regarding security and privacy 

procedures, as well as their opinions regarding their device's data. Users reported a lack of trust in their 

understanding of what their fitness tracker gathers and how this information is used. 

Overall, the findings have led to reach the conclusion that fitness tracker users need to be more informed of the 

policies around data collecting, ownership, storing and distribution. 

Privacy is more often than not an afterthought as technology advances at a tremendous rate. It is unlikely that 
one would realize the full importance of privacy unless it has been invaded. One may take certain safety steps if 

they want to keep their privacy and use fitness trackers as discreetly as possible. It all starts even before 

purchasing a fitness tracker. 
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ABSTRACT 

Breast cancer has impacted approx. 2.3 million people worldwide in 2020, with 685 000 fatalities. Breast 
cancer had been diagnosed in 7.8 million women in the previous 5 years as of the end of 2020, making it the 

most common cancer in the world. The death rate can be greatly reduced if the disease is detected and treated 

at an early stage. Traditional manual diagnosis, on the other hand, necessitates a high workload, and 

pathologists' long hours are vulnerable to diagnostic errors. Automatic histopathological image identification is 
critical for speeding up and enhancing the accuracy of diagnoses. Here the proposal is to use machine learning 

models for prediction of malignant and benign tumours where Convolutional Neural Network (CNN) is used to 

detect cancerous tumor using histopathological images 

Keywords: breast cancer, convolutional neural network, histopathological images 

I.  INTRODUCTION 

Cancer is a term that encompasses a wide range of illnesses. It can appear in practically any part of the body. 

Carcinomas, sarcomas, and other cancers are examples of distinct types of cancer. Breast cancer is a carcinoma 
that starts in the skin or the tissue that covers the surface of internal organs and glands. When healthy cells in 

the breast alter and expand out of control, a tumour forms. A tumour might be malignant or benign. A malignant 

tumour is one that can grow and spread throughout the body. The term "benign tumour" refers to a growth that 
does not spread. It affects women of all ages after puberty in every country on the planet, with rates rising as 

they get older. According to WHO, from the year 1930s to the 1970s, breast cancer mortality remained 

relatively constant. Survival rates began to rise in the 1980s in countries where early detection programs were 
combined with various treatment options to eradicate invasive illness [7]. Breast cancer survival rates range 

from more than 90% in high-income nations to 66 percent in India and 40 percent in South Africa five years 

after diagnosis. Early identification and treatment has been shown to be effective in high-income nations and 

should be implemented in countries with limited resources that have access to some of the standard instruments 
[7]. The World Health Organization's Global Breast Cancer Initiative (GBCI) aims to cut global breast cancer 

mortality by 2.5 percent each year between 2020 and 2040, avoiding 2.5 million deaths. Health promotion for 

early detection, quick diagnosis, and comprehensive breast cancer management are the three pillars that will 
help to achieve these goals. Machine Learning has proven to be a good practice in automating the detection of 

breast cancer. 

In this paper we will be using CNN (Convolutional Neural Network) model along with Transfer learning to 

achieve the goal of detecting accurate and faster results on breast cancer diagnosis. 

II. LITERATUR REVIEW 

A. RELATED WORK 

The most recent research (Zhou, X., Li, Y., Gururajan, R., Bargshady, G., Tao, X., Venkataraman, R., … 
Kondalsamy-Chennakesavan, S) uses a 19-layer deep CNN based algorithm. The suggested prediction model's 

performance was assessed using standard data classification measures such as accuracy, area under the Receiver 

Operating Characteristic (ROC) Curve (AUC), Classification Mean Absolute Error (MAE), and Mean Squared 
Error (MSE) [1]. Additionally, they compared their suggested model against a state-of-the-art deep learning 

model, GoogLeNet, as well as a traditional machine learning classifier, Support Vector Machine (SVM) and 

CNN as a model. The SVM algorithm is a widely used classification algorithm. It's been used in a variety of 

cancer prediction systems. Google researchers proposed GoogLeNet, commonly known as Inception v1, in 
2014 [8]. The model is made up of "Inception cells," which are basic units. A sequence of convolutions are run 

at various scales, and the results are then pooled in Inception modules [1]. 

A similar study done by Singh, Shiksha; Kumar, Rajesh where histopathology-based features have been 
included in this study for breast cancer detection and categorization. They evaluated K-Nearest Neighbor 

(KNN), Random Forest, and roughly six varieties of Support Vector Machine (SVM) classification algorithms 

as part of their research. The experimental results reveal that using a cubic SVM classifier, the suggested 
strategy for breast cancer detection and classification has a maximum accuracy of 92.3 percent. Classifier 
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goodness parameters such as accuracy, precision, recall, f-score, specificity, confusion matrix, and ROC curve 

are used to verify the results[10] 

Another research by Md Zahangir Alom & Chris Yakopcic & Mst. Shamima Nasrin & Tarek M. Taha1 & 
Vijayan K. Asari in which they used the Inception Recurrent Residual Convolutional Neural Network 

(IRRCNN) model to present binary and multi-class breast cancer recognition algorithms in this paper. 

The trials were carried out using the IRRCNN model on two different benchmark datasets, BreakHis and the 
2015 Breast Cancer Classification Challenge, and the results were evaluated using several performance 

measures. Image-level, patient-level, image-based, and patch-based analyses were used to assess the suggested 

method's performance [11] 

A completely new perspective on the same problem was proposed in a paper written by Benhammou, Yassir; 
Achchab, Boujemâa; Herrera, Francisco; Tabik, Siham. They presented a taxonomy that divides BreaKHis-

based CAD (Computer Aided Systems) systems into four reformulations in this paper (MSB, MIB, MSM, and 

MIM). Using this taxonomy, they conducted a complete survey of all BreaKHis dataset-using CAD systems. 
They highlighted their significant contributions, as well as the preprocessing methods they employed, the 

models they adopted, and the learning strategies they used, as well as the outcomes they achieved at various 

levels of evaluation. They analyzed these different reformulations to identify the optimal one from both a 

clinical and practical standpoint, and found that MIM is the best from both perspectives. They then used deep 

learning CNN to evaluate this MIM technique, which had never been done before in the literature.[9] 

II. DATA AND METHODS 

A. DATATSET 
The dataset being used is from BreakHis (Breast Cancer Histopathological Image Classification) which is made 

up of 7,909 microscopic images of breast tumour tissue taken from 82 people using various magnifying factors 

(40X, 100X, 200X, and 400X). There are now 2,480 benign and 5,429 malignant samples in the database 
(700X460 pixels, 3-channel RGB, 8-bit depth in each channel, PNG format). The P&D Laboratory - 

Pathological Anatomy and Cytopathology, Parana, Brazil (http://www.prevencaoediagnose.com.br) 

collaborated on the creation of this database. Breast tissue biopsy slides stained with hematoxylin and eosin are 

used to create samples (HE). Pathologists from the P&D Lab prepared the tissue for histological analysis and 
labeled it. Immunohistochemistry analysis of breast tumour specimens (IHC). Core Needle Biopsy (CNB) and 

Surgical Open Biopsy (SOB) are two types of biopsies. [6]. 

Table 1 | Distribution of images on the basis of the subclasses and magnification property 

Magnification Benign Malignant Total 

40X 652 1370 1995 

100X 644 1437 2081 

200X 623 1390 2013 

400X 588 1232 1820 

Total 2480 5429 7909 

 
Fig1. Sample image of benign tumour from BreaKHis dataset (400X magnification)[6] 
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Fig2. Sample image of malignant tumour from BreaKHis dataset (400X magnification)[6] 

Breast tumours, both benign and malignant, can be classified into distinct categories depending on how their 

cells appear under a microscope. Breast tumours come in many distinct forms and subtypes, each with its own 
prognosis and treatment options. There are currently four histologically distinct types of benign breast tumours 

in the dataset: adenosis (A), fibroadenoma (F), phyllodes tumour (PT), and tubular adenona (TA); and four 

malignant tumours (breast cancer): carcinoma (DC), lobular carcinoma (LC), mucinous carcinoma (MC), and 

papillary carcinoma (PC). 

B. PROPOSED METHOD 

Number of studies are been carried out in order to build an efficient model with maximum accuracy. Machine 
leaning models have proved to be one of the way to help accurate detection of cancer. The use of multiple 

machine learning and deep learning models on histopathological dataset has proven to be efficient to an extent. 

This paper will be using CNN model with transfer learning on the histopathological dataset of BreaKHis to 

predict whether the tumour is malignant or benign. 

 
Fig 3.CNN Architecture (Benign or Malignant)[12] 

Convolutional Neural Network is a class of Deep Learning used to classify computer vision, images, natural 

language processing etc. The mathematical function of convolution, which is a special sort of linear operation in 
which two functions are multiplied to produce a third function that expresses how the shape of one function is 

modified by the other, is denoted by the term "Convolution" in CNN. In simple words, two matrices are 

multiplied to provide an output that is used to extract information from a picture. 

Cnn Architecture 

1. Input: The input layer will be taking the pixel values which includes height , width , etc. 

2. Convolution:  In this layer the features maps are created. To create the feature map, the value of each 

position of the input data was convolved with the kernel in the convolutional layer [5]. For higher level of 
features more filters are used in CNN whereas for low level feature detect less number of filters are used. A 

linear output is produced by each of the neurons. When a neuron's output is fed to another neuron, it 

eventually creates a linear output. Nonlinear activation functions, such as ReLU (Rectified Linear Unit), are 
employed to solve this problem. Rectified Linear Unit (ReLU) is the most widely used nonlinear operator, 

as it filters out all negative data [5]. 

3. Pooling: This layer's purpose is to offer spatial variance, which basically implies that the system will be 

able to recognize an item even if its look changes. 

4. Fully Connected: We flatten the output of the previous convolution layer and connect every node of the 

current layer to the other nodes of the next layer in a fully connected layer. As in conventional Neural 

Networks, neurons in a fully connected layer have full connections to all activations in the previous layer 

and work in a similar fashion. 
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The proposed system consists of the following sub-steps: 

 Data Collection – The data being collected is from the BreaKHis dataset which consists of 7909 

microscopic images of breast tumour tissues. BreaKHis is one of the many datasets available as open source 

online for research purpose. 

 Data Pre-Processing – This step includes rearranging and processing image in order to structure he dataset 

along with the 2 predication classes’ i.e malignant and benign. 

 Data Augmentation– Data augmentation is a useful technique for increasing the size of the training set. 

Adding to the training examples allows the network to view a wider range of data points while still 

remaining representative. 

 Callbacks– Prior to building a model it is important to set callbacks (Keras) so as to monitor and control the 

training of the data with respect to the model created 

 Building Model– Before building the model we will choose the pre-trained model to implement transfer 
learning. With all the steps combined the model will trained on the 80% of the dataset and the rest 20% will 

be used to test. 

 Predict Outcomes–Once the model built the prediction of the model will be done by giving different input 

images. 

 Generate Performance Metrics– Performance metrics will be generated after multiple data is being given to 
the model. Confusion Matrix, ROC curve. To get a better view at misclassifications Precision ,Recall and 

F1 score can be used. 
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ABSTRACT 

SARS CoV2 is a deadly emerging pandemic. Studies show that different age groups have been differently 
affected during the pandemic. It has caused a lot of psychological distress to the children and specially the 

teenagers across the world. Abundance of chronic stress is experienced by the teenagers because of the 

confinement to place with little or no access for moving out or any involvement in any physical activity due to 

Covid-19 restrictions. One more major reason of acute stress among the teenagers is the disturbance in their 
daily routines which has affected them psychologically. Various concerns have been raised on the impact of 

mental health of the people because of        lockdown. 

This paper aims at reviewing at various articles related to mental-health aspects of children and adolescents 
impacted by COVID-19 pandemic and study the various factors affecting the teenagers. The study further 

focuses on finding the significantly related factors to mental health issues in children and adolescents during 

the COVID-19 pandemic. The data here is collected using an online  survey. The questionnaire was built with 

an objective of analyzing the social as well the demographic information. The Research Paper further aims to 

analyze gender wise  mental health issues on teenager’s due to covid-19 pandemic. 

Keywords: Covid-19, Teenagers, Mental health, Psychological, Lockdown, Gender, Adolescences 

INTRODUCTION 
The covid-19 pandemic, also called as corona virus pandemic, it is an ongoing global pandemic, which is 

caused by severe acute respiratory syndrome coronavirus2 which is also termed as SARS-CoV-2. The 

government has also declared it as a national disaster. The global pandemic (COVID-19) which has been 

considered as the biggest health crisis which has hit the country so bad since independence. 

Covid-19 has impacted bad not only on the lives of people but also the world including children’s and teenagers 

in an unprecedented manner. As we know that essential modus of prevention from the biggest humanitarian 

infection is been isolation and social distancing as this is the strategies been used to protect our-self form the 
risk of infection. Teenagers experiences a higher rate of peer interaction and social world interaction as 

compared to their family, and even from the complex peer relationships as compared to their younger 

counterparts such as babies and teenager's. Teenagers are also affected by the impact of the pandemic on their 
Academic structure, studies, unemployment, emotional stress, and fear of infection and the need for adults to 

receive adequate care and support as well. Due to the restrictions imposed as a measure to control the spread of 

virus, it has also led to the closure of schools, increased usage of internet among the youths which has badly 
affected their mental health. In India the lockdown was imposed on 24th March 2020 with strict rules and 

regulations. We even saw some relaxations in the month of September but, schools were still closed as a matter 

of safety concern and now they started replacing the physical mode education system with that of the online 

one. 

The aim of this research paper is displaying the impact of the COVID-19 pandemic on teenager and young 

people’s mental health and psychological well-being. 

LITERATURE REVIEW 
Deepak Nathiya et al[1] represents the different ways of psychological interventions which specifically targets 

on the youths living in the rural areas and also have made a special report stating irrespective government 

schemes of educational status only on women’s data. In which authors have collected 684 responses from red 

zone and carried out the performance. Shweta Singh et al[2] proposed a review based research in which they 
reviewed various articles based on mental-health aspect of adolescent and children who had an impact due to 

pandemic. Authors have carried out a review-based research which states the advisories affects on mental health 

of adolescents during the covid-19 pandemic. Sree Latha B Venkat et al in [3] showed that the main objective 
was to find out how the prevalence of behaviour abnormalities have assessed in school-aged children and 

adolescents and also the impact of lockdown on children behaviour. Form the given research authors have stated 

that there was a huge psychological impact of lockdown on adolescents and children's, also the longer screen 
time increased due to pandemic and the parental conflicts. Mohan Kumar M et al[4] represents a main aim to 

provide a direct cash transfer and food supplements system as an need which will provide rations and can 
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sustain the nutrition of the teenagers. Main aim of the paper is to carry out the flow of uninterrupted amenities 

which may cause an effect on adolescent in various sectors such as personal hygiene, mental health, education 

and other such sectors. 

Proposed System 
The studies included here are classified on some important variable which are discussed below based on the 

reports found. The data collected is qualitatively analyzed as follow: 

Anxiety 
Anxiety is normal and often called as a form of healthy emotion. Anxiety disorder is a form of mental health 

diagnoses that lead us to excessive nervousness, fear, apprehension, and worry. With colleges and school 

closures and moreover the can-celled events have created a huge impact on teenagers such as they are confined 
to a place and have restrictions for moving out and this have adversely affected the mental health and growth of 

teenagers. 

From the survey been collected it is noticed that the anxiety level of females is more that male as shown in 

diagram given below: 

 
Figure 1: Effects of anxiety-level. 

Communication 
Communication is one of the most important mode of imparting and exchanging of messages by speaking, 
writing, or using some other medium. Now a days, due to covid-19 many people have relied on media for 

communication and has opted it as a effective communication strategy. The sudden changing nature of the 

pandemic have made communication process easy. Social media plays an important role in communicating 
during crises and that has been the case during pandemic. It is also seen that effective way of communication 

during pandemic include contents, methods, people and partners. 

The distribution for effective communication by teenagers in COVID scenarios are summarized in image 

below: 

 
Figure 2: Effects of Communication frequency. 

Mental Health 
Mental health refers to cognitive, behavioral, and emotional well-being. Mental health can affect daily living, 
relationship, and physical health. Mental distress during the pandemic have created a negative impact on the 

mind-set of teenagers, and as a result of the pandemic many repercussions are faced by them such as closures of 

Schools, colleges, offices, shifting to work from home culture, loss of income and rise in the unemployment rate 

has deteriorated the mental of the people. 
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Figure 3: Effects of Mental_health 

Education 

We all are aware about the covid 19 crisis and how it has impacted the whole world. It has also enthralled every 

human being to properly follow all the safety norms in the rise of Covid 19 such as washing hands, maintaining 
social distancing, sanitization, etc. It has adversely affected the Education sector critical determinant of a 

country’s economic future. The pandemic has led to the school and college closures and all the other activities 

such as exams or events are either being postponed, or they are held online now. Restrictions and confinements 

have destroyed the routine and schedule of every student. Although, due to the outbreak of covid 19 pandemic 
the evolution in the Digitalization have also emerged as a positive platform where now people can manage 

things remotely like now the schools and colleges have shifted their Physical teaching model to online. 

 
Figure 4: Effects of pandemic on students’ academic study. 

Sleep Pattern 
As we know teenagers and adolescents had an adverse effect due to covid-19 on various factors. In which Sleep 
pattern is an important factor which has disturbed a lot. As due to pandemic the sleep pattern has been more 

prolonged which may lead to several health issues. Teenagers had faced a lot of anxiety and depression 

especially due to Covid-19 rumination and worries, which has interfered sleep pattern a lot. As it is equally 

important to understand the risk of psychopathology and the sleep problem. 

As shown below in the graphical representation it is measured that the sleep patter of teenagers has adversely 

affected due to covid-19. 

 
Figure 5: Effects of pandemic on      sleep pattern. 
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Social Isolation 

Social isolation is often described as loneliness which can also be define as a state of incompleteness or near-

complete lack of contact. It also deals with been in a isolated mode from the community and society which may 

give rise to many mental disorders such as insomnia, depression, adjustment and many more. 

Loneliness is common among the older age group, leading to increased rates of depression and suicide. It has 

been well documented that long periods of institutional isolation or disease quarantine have negative effects on 

mental well- being. (Wilson et al., 2007) 

 
Figure 6: Effects of Social-isolation. 

As we know, that the use of social media is increased due to the pandemic, As social media not only has the 
benefits but also the consequences. Social media does gives us various vital equipment for teens to get the 

proper access to all the related information and resources related to covid-19. It also helps teenagers to do 

various activities such as creative expression, identity exploration and social connection. Adolescence is a 
crucial face of development stage in which all the activities are equally important. Also due to pandemic the use 

of social media has been increased a lot and which may cause limited growth in many areas such as education, 

physical activities etc. Given below are some key considerations points for parents to be taken for their children 

for using phone during the Covid-19 pandemic. 
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UNITS 

DATA AND METHODS 

Data Collection 
Data of the respondents were collected with the help of the social media. After obtaining the data from the given 

age criteria, which was filled and completed by the teenagers on June 12. Google forms were used to collect 

pre-tested structured questionnaire containing basic information of the teenagers and the question was related 
of how covid 19 has impacted on their daily life’s activities. Teenagers between 19 and 27 years (n=75) living 

with their parents under lockdown was the main age criteria. 

Data Analysis 

The data collected was analyzed using different data analysis tools with the help of python, numerical outcome 

was predicted and also using different types of graphical methods such as barplot, histogram and boxplot. 

RESULTS AND DISCUSSION 
The Teenagers were electronically approached to fill the assessment. This data here was collected from different 

people, asked them different category of questions related to how  covid-19 has impacted their mental health. 

After collecting the data, we have performed some analysis to know how does covid-19 has affected their 

mindset and also carried out some operations on that data. There were total 80 participants who successfully 

completed the Assessment, which include 38 (50.7%) males and 37(47.3%) females. The age group which we 
have specified for our research usually ranged from 19 to 30 year. And from the whole data which we collected 

90% of our data belongs to the age group of 20-25 years. Further in the analysis both male and females who 

answered to the question asked in the survey has been analyzed and the outcome is been carried out that Females 

are more plagued as compared to male in the symptoms of random thoughts and over thinking. 

As shown in the below table and graphical representation: 

Table 2: Responses collected from the data towards  Psychological Impact of Covid-19  w.r.t. gender. 

Sr No Variables Male Female Mean Var SD 

1 Anxiety_level 78% 67% 1.907 0.778 0.6324 

2 Study_experience 82% 89% 2.4078 0.6908 0.8355 

3 Risk_of_Contagion 100% 100% 2.8684 2.835 1.683 

4 Mental_health 71% 67% 1.8157 0.7122 1.8157 

5 Stress 92% 99% 2.552 0.9171 0.9577 

As shown below is a visual representation of the above data in the form of graphical view and the distribution is 

shown through using this variable with respect to genders: 

 
Figure 8: Interpretation of the data with respect to female distribution. 
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Figure 9: Interpretation of the data with respect to male distribution. 

CONCLUSION 
In Summary, we have demonstrated that how much covid-19 has impact on teenagers’ mental health we have 

also demonstrated the assessment of reaction to perceptions approximately the effects of covid-19 at the 

participants. A growth has been measured in the symptoms of stress, anxiety_level, mental_health, 

study_experience, risk_of_contagion has been measured through the data which is been collected and showed 
above, also we can conclude by looking at the outcome that Females are more plagued as compared to male in 

the symptoms of random thoughts and over thinking. 
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ABSTRACT 

Financial distress occurs when a company or individual is unable to generate adequate revenue or money to 

fulfil or payback its financial commitments. This research looks at how Machine Learning can be used to 
identify personal financial distress. Financial frauds are a rising problem in the financial services industry with 

far-reaching implications, while numerous techniques have been developed, Machine Learning has been used to 

automate the processing of large volumes of complicated data in finance systems. In the identification of 

distress, Artificial Intelligence has played a significant role in the financial industry. Predicting different frauds 
or patterns is a big data challenge that is made more difficult by two factors: first, the profiles of normal and 

fraudulent behaviour vary regularly, and second, cybercrime data sets are highly skewed.  This research 

explores and compares the performance of Different Machine Learning Models on publicly available dataset. 
Dataset of 15,000 individuals is sourced from public repository by Lending.com. The Algorithms are 

implemented on the raw and pre-processed data and the outcome of these Algorithms/Models is evaluated 

based on accuracy, sensitivity, specificity and precision. 

INTRODUCTION 
This research tries to predict if an individual can face financial distress over the period of next 2 years. This 

information can be very important to financial institutions which will cater its services to such individuals. If 

this research can predict the financial distress of an Individual, then that data can be used by financial 
institutions to limit or deny services to any individual who can face financial distress in near future. Financial 

fraud is a rising problem in the government, business organisations, and the financial industry, with far-reaching 

consequences. The heavy reliance on internet technologies in today's environment has accelerated financial 
transactions. As online transactions have become a more common way of payments, emerging computational 

approaches for dealing with financial services difficulties have gotten a lot of attention. Many credit scoring 

systems and tools are available to help organisations such as credit card industry, retail sector, e-commerce 

services, insurance, and other industries to avoid fraud. It is difficult to be absolutely confident of an 
application's or transaction's real intention and legality. The most effective method is to use mathematical 

algorithms to search for probable fraud evidence in the existing data. The procedure of identifying those 

individuals that are suspected is converted into two classes of real class and distress class, various algorithms 
and models are developed and deployed to solve such tasks as deep neural networks, frequent item set mining, 

machine learning models, migrating bird’s optimization algorithm, logistic regression, Support Vector 

Machines, decision tree and random forest. 

These problems are quite prevalent in the financial world, yet they are also hard to resolve. First, it's difficult to 

match a pattern for data set because of the fact that there is just a little amount of data. Second, several data 

collection items with separate truncations may likewise fit within acceptable conduct patterns. There are also 

several limitations to the problem. First of all, data sets are not easily accessible to the Public, and the outcomes 
of study are often obscured and monetized, making the results unavailable. Datasets with actual published 

studies are not mentioned in previous research. Furthermore, it is more difficult to develop techniques by 

limiting the interchange of ideas and methodologies in these studies as a result of the security issue. Finally, the 
data sets are always changing, which makes it possible to distinguish the profiles of ordinary and malicious 

behaviours that the legal transaction in the past has been or is still a fraud. This study examines the four 

approaches of machine learning, decision tree, vector support, logistic regression and random forests, followed 

by a joint comparison to assess which model was best performed. 

LITERATURE SURVEY 
In [1] this paper represents a case study involving the prediction of fraud, which shows that before modelling, 

data standardisation is used and with the results obtained from the use of unattended learning networks and deep 
neural fraud detection networks that clustering characteristics can minimise neural input. The use of 

standardised data with already trained data can also provide intriguing outcomes. In this study, unsupervised 

learning was applied and new techniques for fraud prediction were designed and the findings accurately 

improved. 

In [2] A new comparative measure was created in this study, which effectively aggregates evaluation metrics. A 

cost-sensitive method based on Bayes is presented with the proposed cost measurement. When comparing this 
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approach with other state-of-the-art algorithms, up to 25% gains are achieved. The data collected for this 

research was based on transactional real-life data of a major Global firm, and personal data was kept 

confidential. The accuracy of an algorithm is about 60%. This effort was aimed at developing an algorithm and 

reducing costs. The result was a 26% increase, with Bayes’ least risk approach. 

In [3] To identify fraudulent transactions, several current approaches based on pattern recognition, deep neural 

networks, machine learning, artificial intelligence and others have been developed and are continuously being 
developed. All these techniques require a thorough and clear knowledge, which will undoubtedly lead to an 

effective system. This paper comprises an examination of several techniques and an evaluation of each 

methodology on the basis of certain performance standards. The survey in this paper aimed to assess each 

technique's efficiency and sensitivity. The relevance of this study is carrying out a study to assess multiple 

algorithms so that the best way to solve the problem is determined. 

In [4] In this study, a comparison of artificial intelligence models is done, as well as a comprehensive 

explanation of the created fraud detection system, such as the Naive Bayes Classifier and the model on 
Bayesian Networks, the deep neural network model. Finally, judgments regarding the outcomes of the models' 

evaluative testing are reached. Using the Bayesian Network, it was found that the number of lawful truncations 

was higher or equal to 0.68, indicating that their accuracy was 68 percent. The purpose of this work is to 

compare artificial intelligence models, along with a general parametrization of the produced system, and to 

indicate the specificity of each model, as well as recommendations for improving the model. 

In [5] Nutan and Suman supported the theory of what is fraud, types of fraud such as telecommunications, fake 

bankruptcy, and how to detect it in their review on fraud detection. They also explained numerous algorithms 
and methods for detecting fraud, including the Glass’s Algorithm, Bayesian networks, Hidden Markov model, 

Decision Tree, and others. They offer detailed explanations of how the algorithms operate as well as 

mathematical explanations. The goal of this study is to identify fraud in a dataset collected from ULB website 
by utilising Logistic regression, Decision trees, and other models to evaluate their accuracy, sensitivity, 

specificity, and precision, and compare them to the best feasible model to address the fraud detection problem. 

BACKGROUND 

The ability of a system to learn and improve without explicit programming is machine learning. It includes the 
development of computer systems that can use data for their own learning. That a classifier algorithm may be 

described as an algorithm for classification, especially when implemented, as well as a mathematical function 

that is implemented in categories by an algorithm and maps input data. It is a supervised learning example, 

which provides a training set of correctly accepted observations. 

Logistic Regression: Logistic regression is a supervised classification technique predicting the likelihood of a 

binary variable depending on the independent variable in the data set. The probabilities of a result with two 
values, zero or one, yes or no, false or true, are predicted using logistic regression. Linear regression is like a 

straight-line regression, but logistic regression generates a sigmoid curve. Based on a predictor or an outcome 

variable, the logistic regression produces sigmoid curves which represent zero to one value based on 

logarithmic functions. Regression is a model with a category dependent variable which analyses the link 
between several independent variables. The logistic regression models, including binary, multiple and binomial 

logistic models, are many variants. The Binary Logistic Regression Model calculates the probability of a binary 

response depending on one or more variables. 

SVM (Support Vector Machine): SVM is a method of machine learning regression and classification. It is a 

supervised form of learning that captures information. Modelling SVM involves two steps: training a data set to 

build a model, and then predicting information from a test data set by using that model. The SVM model depicts 

the training data points as points in the n-dynamically spatial range, then maps them in a way that separates the 
points of various classes from the broadest range possible. In the SVM technique, each data item is treated as a 

point for n-dimensional space, where n is the number of characteristics and the value of each feature is the value 

of a specific co-ordinate. The classification is then performed by locating the hyperplanes which separate the 

two groups clearly. 

Decision Tree: Decision tree is an algorithm that provides a tree-like graph or model of decisions and their 

likely consequences for probabilistic choosing. This method uses conditional assertions of control. It is an 
algorithm for an objective function, which represents an alpha function in the decision tree. These algorithms 

are famous for inductive learning and have been used to various applications efficiently. It assigns a label to a 

new block, indicating whether the class label is valid or false, then test the transaction value against the decision 

tree, and then trace the journey from the root node to that item's output/class label. Decision rules determine the 
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results of the contents of the leaf node. In principle, rules are 'If condition 1 and condition 2 are true, but 

condition 3 is wrong, the result is false'. This decision tree makes it easy to understand and analysis and enables 

the insertion of additional scenarios, making it easier to establish the worst, best and expected values for diverse 

situations. 

Random Forest: Random Forest is a technique of regression and classification. It is a group of decision tree 

classifiers. A fraction of the training sample is sampled altered so that each node splits all the exercises in a 
single tree and then one decision tree by random subset. Also, it is remarkably quick even for large-scale sets of 

training and data in random forests with every tree being trained independently. This technique provides a good 

evaluation of the generalisation error and resists overfitting. The relevance of variables may be determined 

naturally in the Random Forest using a random forest in a regression or classification task. 

METHODOLOGY 

The initial data is derived from the data source and the validation is done on the data set, where the redundancy 

is removed, empty spaces are filled into columns and the required variable is converted in factors or classes. 
The K-fold crosses are now validated and randomly separated into k sub-samples of the same size. The 

validation of the model is retained as a subsample, while the rest of the k sub-samples are used as training data. 

Logistic regression, decision-making, SVM and random forest models will be developed, and precision will be 

tested, and a comparison will be made. Sensitivity will then be evaluated. 

The data set comes from a public repository that is updated for peer-to-peer financial services by Lending.com. 

The dataset contains information of 15000 individuals with their financial history. The data set is severely 

imbalanced, and 0.18 percent of the data is skewed to the negative class. It comprises solely numerical 
(continuous) input variables that are transformed into 12 main components according to the Principal 

Component Analysis (PCA). And in this study a total of 8 input functions are used. A variable in each profile 

usage, indicating customer financial situation combined with days of month, hours of days of day, geographical 
sites or type of the merchant in whom the transaction takes place is the typical behavioural of the individual. 

Confidentiality problems cannot provide the specifics and context of characteristics. The time function saves the 

seconds between each transaction and the first transaction in the dataset. The transaction value is the 'amount' 

feature. Feature 'class' is the binary class target class and takes value 1 in positive (failure) and value 0 in 

negative (fail) cases (non-fraud). 

Four classification models were trained in this study based on logistic regression, SVM, decision-trees and 

Random Forest. 80% of the data set is utilised for training to assess these models, whilst 20% are used for 
validation and testing. The performance of the four classifiers is assessed using accuracy, sensitivity, specificity, 

precision. In every set of a sample the true positive, true negative, false positive and false negative rates are 

represented in the table below and a confusion matrix format is also shown. The precision and specificity 

ratings of several true negatives are inaccurately high in the table. 

 
Figure 1: Architecture 



International Journal of Advance and Innovative Research   
 Volume 9, Issue 2 (VI) April – June 2022  
 

43 

ISSN  2394 - 7780 

RESULTS 

From the studies, it has come to the knowledge that the logistic model is 97.7 percent accurate, while the SVM 

is 97.5 percent accurate as well as the decision tree is 95.5 percent accurate, however, the Random Forest with 
highest outcomes have achieved. 98.6 percent precision. Interpreting form different model performance metrics, 

it comes to light that model was overfitting the training data because of bias inherited form the dataset. After 

SMOTE was applied, Model performance was seen to be improved. Random Forest was seen to be the best 

performer on the dataset. 

Table 1: Performance Metrics 

Metrics Logistic Regression SVM Decision Tree Random Forest 

Accuracy 0.977 0.975 0.955 0.986 

Sensitivity 0.965 0.973 0.949 0.991 

Specificity 0.923 0.912 0.893 0.982 

Precision 0.996 0.995 0.963 0.994 

 

CONCLUSION 
Though there are many identity verification methods available today none is able to identify all frauds entirely 

while they are actually occurring, they generally detect it until the fraud has been perpetrated. This happens 

because a very minuscule number of transactions from the total transactions are actually fraudulent in nature. 
With more learning information, the Random Forest Algorithm will do faster, but velocity will be impaired in 

experimentation and implementation. It would also assist to implement more pre-processing methods. The 

support vector machine software already comes from unbalanced data sets issue and needs a higher preliminary 

processing rate to achieve superior outcomes at the outcomes as seen by Support vector machine. The requisite 
to develop a successful hybrid system is to combine costly training techniques with incredibly precise and exact 

outcomes with an enhancement method to reduce system costs and rapidly train the machine. The selection of 

hybrid methods depends on how the fraud sensing device works and the workplace 
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ABSTRACT 

HIV disease transmission very fast in human body .the focus of this paper improve the artificial intelligence 

using machine learning method or algorithm in health sector to  learn the pattern of virus to predict in human 

being .what is the effect are causing on our health. HIV/AIDS Treatment .In the first 

Thing we analysis the genetic diversity using classification of machine learning labelled data supervised 

learning. KNN (k-neareast neighbour algorithm),Naïve based classifier. The result is matching with its each 

strain check its infection . HIV/AIDS infection patients blood sample  data are available. To check its virus 
strain to detect its his/her infected lineage.And also trying to find its recovery rate who infected with this virus 

based on their past immune recovered from critical stage. 

Keywords: HIV Prevention, HIV/AIDS Infection, Virus,KNN,SVM, AI Technique, Machine learning. 

I. INTRODUCTION 

Human immunodeficiency infection/AIDS (HIV/AIDS) was begun from monkeys in the United States in 1981. 

Helps is a persistent and possibly most compromising irresistible sickness caused by human immunodeficiency 

infection in the 21st century. 78 million individuals were assessed to be experiencing HIV/AIDS and 35 million 
individuals have kicked the bucket since the beginning of the pandemic year yet 36.7 million individuals were 

revealed as HIV/AIDS tainted and 1.1 million individuals have kicked the bucket in 2015 all around the world; 

2.1 million individuals were viewed as recently HIV/AIDS contaminated all around the world. 

Eastern and Southern Africa have a greatest increment since practically the beginning of the pandemic year. 

HIV/ Helps routinely wrecked the number of inhabitants in Africa displayed in fi gure1 (HIV/AIDS 2016). The 

current commonness of HIV/AIDS is 0.8% the around the world. 18.2 million individuals were getting to 

antiretroviral treatment in June 2016 (Alkema et al. 2016). 

 
Fig-1 HIV/AIDS CD4 Cells 

STAGES OF HIV/AIDS: 

There are basically three periods of HIV: Primary infection (Intense HIV), Clinical latent sickness (Chronic 

HIV) and Early demonstrative HIV illness. In fundamental illness, an influenza like affliction made inside a 
couple of months after the fact the disease entering the grouping of people, counting signs and appearances like 

fever, headache, muscle harms, joint misery, rash, sore throat and broadened lymph organs essentially on the 

neck. In any case, the signs of the primary period of HIV tainting are for the most part concealed, how much 

contamination in the viral weight or dissemination framework spreads significantly at the present time, 
achieving dispersing the HIV defilement more productively during fundamental infection than the 
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accompanying stage. In the clinical dormant, not really set in stone extending of lymph center points occurs and 

HIV stays in the human body yet with next to no signs and after effects. 

COMPLICATIONS OF HIV/AIDS 
The heaviness of HIV is for the most part consequence of pollutions (tuberculosis (TB), cytomegalovirus, 

candidiasis, cryptococcal meningitis, toxoplasmosis and cryptosporidiosis), cancers (Kaposi's sarcoma and 

lymphomas) likewise others (wasting condition, neurological snares and kidney dis How ease) (How). The 
extending in the frequencies of the HIV/AIDS and their outcomes to the extent tumbling down the amount of 

CD4 (Cluster of division 4) receptors and coreceptors lead to hurt the safe game plan of the human. 

Infections common to HIV/AIDS 

Tuberculosis (TB):  Tuberculosis coinfection is related with increment viral replications. 

Cytomegalovirus: This herpes virus is transmitted in human body fluids such as saliva, urine, blood, breast 

milk and semen. 

Lymphomas:  Lymphomas cancer originates in white blood cells and usually appears in lymph nodes. Painless 

swelling of the lymph nodes in neck, armpit or groin is most common early sign. 

Kaposi’s sarcoma: Kaposi’s sarcoma is a blood vessel walls, a very rare tumor in HIV-negative people but a 

very common in HIV-positive people. It usually appears as pink, purple or red lesions on the skin and mouth of 

the HIV infected people. 

Other complications: 

Squandering condition: Aggressive treatment regimens have diminished the quantity of instances of 

squandering condition, yet it actually influences numerous HIV/AIDS tainted individuals. It 

Kidney sickness: HIV-related nephropathy (HIVAN) is an inflammation of the little filters in kidneys that 

eliminate. 

II. LITERATURE REVIEW 
[1]A portion of the literary works are with respect to of medication improvement, hostile to viral specialists 

advancement (Kirchmair et al. 2011), antiretroviral reaction forecast (Zazzi et al. 2012 Prosperi 2011 and 

Prosperi et al. 2009), antiretroviral opposition expectation (Zazzi 2016) [2]Riemenschneider 2016a 

Riemenschneider 2016b Heider et al. 2013 and Kijsirikul 2008), antiretroviral unfavorable impacts expectation 

(Adroveret al. 2015) has been investigated which 

[3]A review of the use of machine learning approaches in studying HIV/AIDS infection was previously 

published . Te paper by Lee et al. used machine learning approaches in classifying patients with and without the 
toxicity of biomarkers of mitochondrial in HIV. [4]Recently, Orel et al. used machine learning techniques on 

the Demographic Health Survey of 10 countries to identify HIV Positive individuals. 

III. METHODOLOGY 
Machine learning entails the utilisation of computational and statistical algorithms to determine hidden 

associations of data that might increase predictions through relaxation of the modelling postulates advanced by 

standard approaches. Among the recent advances in prediction tools and identifcation techniques in HIV 

statistical data, machine learning offers greater capability in processing huge amounts of data. 

DATASET 

We use the dataset to analysis of based on age structure of the dataset population HIV Impact assestment that 

comprasis of cross sectional of family evaluated of family HIV related key wellbeing marker overseas and 
carries out the project Project is surveying projects of HIV in nations upheld AIDS by public family studies. We 

take data included individual tested for HIV in our prediction to take ananlysis report survey of data. 

HIV/AIDS positive cases respectively growing day by day it is not only dangerous(harmful) physically but also 

mentally characteristics of the dataset   are use to show in structured format we consider to HIV test outcome 

for respondent positive and negative require to construct of binary using machine learning 

K-closest neighbors (KNN) 

The k-nearest neighbors (KNN) algorithm is a simple, supervised machine learning algorithm that can be 
used to solve both classification and regression problems. It's easy to implement and understand, but has a 

major drawback of becoming significantly slows as the size of that data in use grows. 
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The KNN Algorithm 
1. Load the data 

2. Initialize k to your chosen number of neighbors 

3. For each example in the data 

4. Sort the ordered collection of distances and indices from smallest to largest (in ascending order) by the 
distances. 

5. Pick the first K entries from the sorted collection 

6. Get the labels of the selected K entries 

7. If regression, return the mean of the K labels. 

8. If classification, return the mode of the K labels. 

NAIVE BASE CLASSIFIER 

It is basically based on Byes theorem, which gives a mathematical framework for describing the probability of 

an event that might have been result of two or more causes: 

21 ( / )() (/) ( ) pb a pa pa b p b = This equation describes the probability p for state a existing for a given state b. 

The importance of Bayesian theorem is that probabilities of occurring new things depends upon existing 
knowledge. This is frequently used in chemo informatics both generally for predicting biological rather than 

physicochemical properties, prediction of toxicity of compound. 

MODEL VALIDATION 

Our machine learning task was structured to solve a binary classifcation problem. Our dataset comprises healthy 

individuals labelled negative in one class while the infected individuals are labelled positive in the other class. 

We haphazardly picked from a matrix 50 arrangements of control upsides of the learning system 

(hyperparameters), and these were utilized in preparing also approval of information utilizing every one of 
Elastic Net (EN), k-Nearest Neighbors (KNN)],Random Forest (RF),Support Vector Machine (SVM), XG-

Boost also Light Gradient Boosting (LGBT) calculations, Not really set in stone the normal scores of f1 for each 

of these 50 sets with a five-overlay get approval plan over the approved examples and the most impressive 

arrangement of hyperparameters were picked, Fig.1, stage 2. f1 score is a metric that is the most-utilized 
individual from the parametric group of the f-measures, named after the boundary esteem β=1, where beta is a 

variable of review significance than accuracy. It is characterized as the consonant mean of accuracy and review. 

IV. CONCLUSION 
We take historical to predict the HIV infection in human being to solve basic social issue of  HIV/AIDS .The 

technology can involve everyone current days Artificial Intelligence growing and in each and every sector. 

Solve the problem Every sector like manufacturing , Automation ,Medical sector, using machine learning and 

some historical dataset to solve HIV/AIDS one of the major issue. 

Machine learning cutting edge technologies would provide sound effect in development as comparative analysis 

is done in seconds. Studies shows KNN prediction is good then others. 
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ABSTRACT 

India has started to become a cashless economy with the governments digital India program and with the 
launch of Unified Payment Interface (UPI). It has become easy for a user to receive and pay anyone with the 

help of their smartphones. The Covid-19 has pushed people to make more use of digital payments. However, the 

closedown of business in lockdown had put some break on the growth of digital payments in India. In this paper 

the author has studied was the growth in the digital payments due to pandemic or whether there were other 
reasons which gave digital payments a boost in India, the relation between consumption growth and digital 

payments with the help of time series analysis and has also discussed the value to digital transaction to Gross 

domestic product ratio in India. 

Keywords: Digital payments Covid-19, UPI, Mobile wallets. 

I. INTRODUCTION 

Digital payments are transactions which takes place through online mode via Internet, with no hard money 

involved in it. This means that both the parties use electronic mode to exchange their money. No hard money is 
engaged with the digital payments. All the exchanges between payee and payer are finished on the web. Digital 

payments play an important role for the economy in this pandemic. In the pandemic situation where there were 

lockdowns and people were forced to stay at their home, maintain all the precautionary measures. Digital 
payments got a boost due to this. All the non – essential small shops were closed. To avoid dealing with cash 

people started paying through digital payments methods. Digital payments increased fivefold, from 1,004 in 

2016-17 to 5,554 cores in 2020-21. Till mid-November this fiscal, the total number of digital transactions stood 
at 4,683 crores as per moneycontol.[6] An exponential spurt in online shopping and the pandemic also gave 

digital transactions a boost. 

The digital India program of the government was launched by Indian Prime Minister Narendra Damodardas 

Modi on 1 July 2015. The campaign was launched to make government programs available electronically 
through the improvement of online infrastructure. and increased Internet connectivity, with the vision of 

transforming India into a digitally empowered society and knowledge economy. 

The Digital India program focuses on three key fields of vision. 

a. Digital Infrastructure as a Core Utility to Every Citizen 

b. Governance & Services on Demand 

c. Digital Empowerment of Citizens 

Prime Minister Narendra Modi had announced the demonetization of old Rs 1,000 and Rs 500 banknotes on 

November 8, 2016, with the goal of reducing black money and encouraging people to use digital payments. 

Demonetization is also one of a reason people came to know about digital payments and started using it. 

 
Fig 1: Digital payment year on year growth. [10] 
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In figure 1 shows us that between April 2020 to June 2020 at the time of start of pandemic in March 2020 there 

was a dip in digital payments but soon after that there is a sharp rise in value as well as volume of digital 

payments. 

During the early stages of the country wide lockdown due to the COVID-19 epidemic, payments decreased. 

With the progressive easing of the lockdown, however, the value and number of payments increased. In recent 

years, the industry has been changed by the Digital India program, demonetization, a slew of creative FinTech 

businesses, and government efforts. 

It can be deduced from the foregoing that there was an increase in digital transactions during the epidemic, but 

it cannot be concluded that if this was due only to the virus or if there were other variables at play. 

II. PROBLEM STATEMENT 
Since Demonetization and start of pandemic, the Government of India has been emphasizing on going cashless, 

making transactions smoother and more transparent, and to eliminate the risk of Covid 19. Though the number 

of digital payments is increasing it cannot be said whether it is due to pandemic or there is any other reason. The 
main reason for taking this research is understand how much increase is there in digital payments due to 

pandemic. 

III. LITERATURE REVIEW 

The author of the paper [12] has shown innovative types of digital payments, the usage and importance of 
digital payment services. The examination found that the installment framework activities taken by the Govt. 

also, RBI have brought about more noteworthy acknowledgment and more profound entrance of non-money 

installment modes in India. 

The author [1] has shown impact of Unified Payment Interface on payments system, Impact of UPI on business, 

Expansion of UPI, its international expansion in Singapore. The study found that UPI is the most progressive 

payment system in the world. UPI works on a safe, secure and healthy platform with ample safety features to 
make it more secure than any existing payment systems. UPI can be a great technology for financial institutions 

in India and enable a huge set of population to be a contributor of digital economy. 

The author [13] has shown various types of digital payments and shown the year-on-year growth of transaction 

for particular payment mode. The study found that the trend of converting to cashless systems which is 
somewhat exponentially increasing, it has rapidly increased due to the onset of COVID-19 pandemic. It also 

stated that rise in digital payments has increased the chances of frauds. 

The author [2] investigations disclose that digital wallets are quickly becoming the primary form of online 
payment. Customers adopted advanced wallets at the end at an incredibly fast pace, largely because of comfort 

and convenience. 

The author [3] has shown importance of digital payments, the study found that digital payments across India 
grew at a compound annual growth rate (CAGR) of 55.1 percent over the past five years between the financial 

year (FY) 2015-16 and 2019-20, Its value has risen from INR 920.38 lakh Cr to INR 1623.05 lakh Cr during 

this time. Clipping at a 15.2 percent compounded annual rate. 

The author [16] has shown discusses different digital payment methods used in the event of a pandemic based 
on primary data by gathering data from 220 respondents. The study found that it is too early to conclude what 

the changes might look like in each cultural, demographic, and institutional context, it was further said, it is 

already supporting existing tendencies toward more payment digitization. 

The author [11] in this study has revealed that the traditional system of cash transaction cannot completely be 

replaced by card or e-payment system. The trust is the main factor affecting users’ satisfaction directly and it 

impacts on many user’s intention to adopt mobile wallets. 

The article [5] states that after demonetization, many people started electronic payments for their transactions. 
Everyone from the small merchant to neighboring vegetables vendor is embracing digital payment solution. 

After demonetization, alternative payment methods like as cards, net banking, and mobile banking became more 

or less equivalent. The act of demonetization pushes merchants to adopt digitization to some degree. After 
Demonetization people knew the use of digital payments, so due to the pandemic it gave rise to use of digital 

payments as people were aware about its usage. 

The author [14] states that UPI is indeed a revolution in the Indian economy. How-ever its success depends on 
various factors. Financial inclusion, or access to financial services, is required for the rise of UPI, which is aided 
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by the Pradhan Mantri Jan Dhan Yojana (PMJDY) and the growing use of smartphones. The capacity of banks 

to capitalize on client trust, promote UPI successfully, and compete with mobile wallets will all be decisive 

considerations. UPI may collapse if banks fail to establish a successful front-end platform. 

In his article [4] revealed about the situation at the time of demonetization. The researcher attempted to 

investigate the impact of demonetization on financial technology companies. During the demonetization era, the 

researcher also examines the payment service industry. 

Fast Moving Consumer Goods (FMCG) firms have prolonged their credit cycles to solve the liquidity crisis, and 

some FMCG companies have given credit to distributors using RTGS. From a technological standpoint, digital 

payment is the best bet in the mobile internet sector. 

The above papers help the author to understand the importance of digital payments in India. The impact of UPI 
on digital payments and its increase in usage in the time of pandemic. The papers also says that there was and 

an increase in digital payments due to pandemic, which helps the author to say that there was an increase due to 

pandemic and need to find how much increase was there due to pandemic. 

IV. RESEARCH METHODOLOGY 

In order to study the rise and impact of pandemic on digital payments, secondary data from Reserve bank of 

India’s (RBI) website [7] has been studied and analyzed. 

ABOUT DATASET 

The data has been collected from November 2019 to October 2021. It contains three attributes which are 

a. Year and Month 

b. Volume of Transactions (Lakh) 

c. Value of Transactions (₹ Crore) 

Each volume and value are total of 

a. CCIL Operated Systems 

b. Credit Transfers – Retail 

c. Debit Transfers and Direct Debits 

d. Card Payments 

e. Prepaid Payment Instruments 

f. Paper-based Instruments 

The data contains total 24 records each for value and volume according to their months. 

V. Method of analyzing the data 
The data has been analyzed with help of excel and line chart to understand whether there was an increase in 

digital payments because of pandemic. 

 
Fig 2: Digital payments volume and value 
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In the figure 2 the red line is used to show the volume of payments, whereas the blue line is used to show the 

value of transactions. Below the line graph the data has been shown which has been used for drawing the line 

chart. 

On the basis of the above chart, it can be said that there was a dip in payments during the start of the pandemic 

but soon after it regained its pace. 

 
Fig 3. Impact of the Covid-19 on digital payments in    India by type of purchase. [8] 

In the figure 3 it shows the results of an online survey which was done by taking inputs from 8623 respondents 

on where were digital payments made to purchase products during the time of pandemic. Around 35% of digital 
payments were made to Groceries/Medicine stores. 25% of them were made to order Groceries/Medicine 

online. 12% for Mobile recharges as all the local shops were closed. There were also 11% of respondents who 

did not opt for digital payments. 8% of respondents paid for other services. While 5%,3%,1% of respondents 

used it for transportation service, food delivery and at restaurants respectively. 

VI. `What is Time Series analysis? 

Time series analysis is a method for studying a collection of data points over a period of time. Instead of 

capturing data points sporadically or arbitrarily, analysts use time series analysis to capture data points at 
constant intervals throughout a specified length of time. This form of study, on the other hand, is more than just 

gathering data over time. The ability to depict how variables change over time differentiates time series data 

from other types of data. 

Time series analysis can be used be used to find whether increase in consumption also leads to increase in 

digital payments. The author in his study [9] has shown a relation between growth in consumption with growth 

in digital payments. 

 
Fig 4. Consumption Growth and Digital Payment in India. [9] 
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In the figure 4 which has been generated with time series analysis. The blue line represents the consumption 

growth whereas the red line represents the digital payments in the India. 

In the year 2009 quarter 2 there was a sharp increase in consumption growth which can also be seen in case of 
digital payments. Whereas in the year 2014 quarter 2 there was dip in consumption which leaded to decrease in 

digital payments. 

From the above observations it can be interpreted that when there is a rise in consumption growth there is a rise 
in digital payments. Which shows as people start making more consumption there will a rise in digital payments 

in the country? 

VII. Value of digital transactions to Gross domestic product 

Gross domestic product is the total worth of products and services generated within a country's geographic 
limits during a given time period, usually a year. The GDP growth rate is a key indication of a country's 

economic performance. 

“Value of Digital Transactions (VDT) to Gross domestic product ratio” is an indicator growth of digital 
payments in terms of value. It is calculated by dividing the total amount of digital payments in a given year by 

the GDP of that same nation in that same year. 

Particulars 31st March 

2014 

31st March 

2015 

31st March 

2016 

31st March 

2017 

31st March 

2018 

31st March 

2019 

Number of digital 

transactions per 

capita 
per annum 

 

 

2.38 

 

 

4.06 

 

 

5.44 

 

 

10.73 

 

 

13.15 

 

 

22.42 

VDT to GDP Ratio 542% 561% 579% 644% 726% 769% 

CIC to GDP Ratio 11.4% 12% 12% 9% 11% 10.7% 

Average value of 

retail digital 
payment per 

transaction 

(Rs) 

 

 

 

16,878 

 

 

 

15,180 

 

 

 

13,446 

 

 

 

12,510 

 

 

 

13,295 

 

 

 

13,447 

Fig 5. Number of digital transactions per capita per annum, VDT to GDP Ratio, and CIC to GDP Ratio in India 

since March 2014. [15] 

In the figure 5 It can bee seen that there is an increase in VDT to GDP Ratio year on year. The value of digital 

transactions as a percentage of gross domestic products has increased from 542 percent in 2013-14 to 769 
percent in 2018-19. It demonstrates the extent and potential of the Indian digital payments sector, which is open 

to market participants. 

VIII. CONCLUSION 
From figure 2 it can be interpreted that during the start of pandemic in India that is in April 2020 there was dip 

in digital payments as whole country was in Lockdown. There was 30% drop in digital payments during the 

start of the lockdown. But after April 2020 till August 2020, there can be seen a rise and recovery in Digital 
payments. There was growth of 23% within 3 months of the lockdown in the country, which indicates that 

people had started switching to digital payments during the pandemic. As there was ease in lockdown and 

consumption growth started to get increase the volume and value of digital payments of digital payments also 

started to increase. Though there is rise in digital payments post during the pandemic, it cannot conclude that 
the rise was only because of covid-19. The value of digital transactions as a percentage of gross domestic 

product has increased from 542 percent in 2013-14 to 769 percent in 2018-19. But it can surely conclude that 

covid-19 had some impact on the rise of digital payments during the pandemic. 
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ABSTRACT  

SAP Profitability and Performance Management (PaPM) is a unique solution that enables the business to run 
complex calculations and perform certain functions. SAP Profitability and Performance Management (PaPM) 

is not new in market as it was earlier known as FS-PER. It is just a rebranding of FS-PER with some upgraded 

capabilities. Before PaPM allocation of data was done manually by business which was very time consuming as 

well as inefficient. PaPM solves this issue as it works as an automation tool for allocation, etc. The purpose of 

this article is to explore PaPM as a tool used for Allocation and Simulations. 

Keywords: SAP, Performance Management, Simulation 

I. INTRODUCTION 
“SAP Profitability and Performance Management (PaPM) is new technology solution which can be used to 

maintain and execute complex facts calculation, allocation, simulation and to optimize the overall performance 

of the business”.  PaPM application does not require their own data model. It can implement and reimplement 

existing data and information models from SAP, Non-SAP, or third-party applications. PaPM is developed by 

MSG-Global along with SAP as a successor of SAP Profitability and Cost Management (PCM). 

“SAP Profitability and Performance Management (PaPM) is implemented on in-memory SAP HANA 

platform”. An in-memory database stores all the data in the main memory/RAM of the computer. Earlier 
databases use to retrieve data from disk drive and then use it. However, with in-memory concept databases have 

evolved and there is no need to retrieve data from disk anymore as it can store data in RAM and use it for on the 

go calculations making the process faster. Since PaPM uses in-memory database its processing speed increases 
rapidly, which enable it to process a huge amount of data in relatively less time. SAP Profitability and 

Performance Management is built  for business and provides an instant insight by using a single source of code, 

which provides real-time results. PaPM can be deployed each within the cloud and on-premise. 

SAP Profitability and Performance Management (PaPM) is used to allocate business data which makes it easier 
for month end close activities and Audit. Using PaPM profitability results users can make future business 

decisions easily. Literature is not available on this topic. 

II. FUNCTIONALITIES OF SAP PROFITABILITY AND PERFORMANCE MANAGEMENT 

DATA AGGREGATOR 
The data aggregator of SAP Profitability and Performance Management (PaPM) has the abilities that allows the 

integration of software programs and data warehouses at high velocity with little or no data duplication. Data 
aggregator can integrate SAP with non-SAP databases and programs. For example, Databases – Oracle, 

Teradata, HADOOP, etc.; Software programs- SAP S/4 HANA, SAP BW, SAP BPC, etc. SAP Profitability and 

Performance Management uses the official software interfaces from the SAP or non-SAP application to perform 

data read and write access activities smoothly. 

CALCULATION ENGINE 

The calculation engine of SAP Profitability and Performance Management enables business users to develop 

and execute data models by configuring and combining them across functions. The calculation engine can be 
considered as the brain of PaPM. With the help of calculation engine PaPM can process thousands of records in 

few minutes. This is achieved because PaPM calculation engine process data on thousands of cores in parallel. 

Since thousands of cores run in parallel the data which needs to be processed get segmented and assigned to 

respective core for processing. As it can process such huge amount of data in such a short time along with its 
write back capability PaPM can be used as a tool for planning. However, the main use of calculation engine 

comes into play for allocation purpose. 

SIMULATION 
The simulation ability of SAP Profitability and Performance Management enable the  business to perform  

what-if scenarios. This gives the users insights on how the business is performing in terms of profit and 

performance in the market. Simulation provides high level drill down capabilities so that users can get details 
about business at a very detail level. Hence gives a transparent view of business as it offers auditable and 
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traceable information. It allows non-SAP and SAP business intelligence tools like webi, AO to access data in 

real-time. Due to its simulation capability PaPM can be used as a data analysis tool. We can create queries in 

PaPM and have reports generated on top of those queries for better business understanding. 

III. STATUS OF THE RESEARCH/KNOWLEDGE IN THE FIELD AND LITERATURE VIEW 

SAP PaPM application are implemented by many. Every developer has their own way of designing the models. 

No literature is available on the internet with respect to this. This is a hypothetical scenario in which I’ll 

mention how the model was implemented and how we could have done it in a better way. 

The model was designed with a lot of functions and too many calculations done in different functions. This 

results in performance degradation of the model. When we develop something we make sure it is working  as 

expected but at the same time it should be very good in terms of performance as well. 

In this above scenario what could have done to improvise the model was, instead of creating multiple functions 

one should make sure to use less no. of function as possible. Because the more the number of functions the 

more time for them to process. 

Also, the calculation’s implemented in the functions takes time to process so, always try to implement 

calculations in on function if possible. This will let the calculation engine to calculate everything in one go 

rather than going to different functions. 

There are many such ways in which we can build a better performance optimized model. 

 
Figure 1: Model designed with multiple functions 

IV. SAP PROFITABILITY AND PERFORMANCE MANAGEMENT AS A SOLUTION 
SAP Profitability and Performance Management is a native digital performance management solution that helps 

in maintaining and executing complex calculations, rules, and simulations. As it is implemented on SAP 

HANA, it provides real-time business data aggregation capabilities for SAP and non-SAP systems. PaPM offers 

solutions for industry-specific content as well as cross-industry content. 

To achieve all the above functionalities, we need to build PaPM functions and data models. All the major 

configuration activities of PaPM are implemented in an environment. An Environment consist of the 

information and calculation unit of PaPM. Environment is a shell that hosts all the other PaPM functions. 
Functions are the basis building blocks of PaPM. For example, consider a book – the book is the environment 

and the pages in it are the functions. Each function has its unique task and they can be reused. Functions can be 

independent or can be dependent on other functions. The functions which are dependent uses other functions as 
their data source. Each function has its own structure which comprise of – Header, Input, Signature, Lookups, 

Rules and Checks. 

There are different types of functions in PaPM with each having their own functionalities. 

 Allocation - This function allows to perform direct and indirect allocations in  PaPM 

 Calculation – This function allows to perform complex logical and mathematical operations 

 Calculation Unit - These functions encapsulates a group of functions and make them available for reuse. 

 Description - This function is used to describe processes and topics used for the documentation of models 

 Environment - This function is used to register all required fields and the connection to the database 

 File Adapter - This function provides automated access to files 

 Funds Transfer Pricing - This function can perform funds and liquidity transfer pricing calculations 

 Join – This function is used to perform collections, joins, unions, and lookups. 

 Model Table – This function allows to read and write access to a local or remote data table 
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 Model View - This function allows to read access to a local or remote data table or view 

 Model RDL - This function allows to read and write access to a local FRDP Results Data Layer 

 Model BW - This function allows to read and write access to a local BW InfoSource like ADSOs 

 Writer – This function can store data in a model table, model RDL or model BW 

 View – This function is used project or aggregate data, including filtering options and formulas 

 Remote Function Adapter – This function is used to perform an ABAP-based remote function call (for 

example, a call to a remote FI-GL posting BAPI) 

 Query – It is a reporting function that allows the output and input of data. 

All these functions work together to perform data retrieval from ACDOCA, processing the 

retrieved data, performing calculation if required, allocating the data, and posting it back in 

ACDOCA post allocation. We can also perform data analysis, create reports, etc. When we execute 

the RFA (Remote Function Adapter) it performs allocation process by triggering all the preceding 

function that are in use. Once RFA is executed successfully the data is Allocated. 

 
Fig 2. Model data flow 

PaPM can be easily integrated with SAP BPC and SAP SAC. Business planning and consolidation (BPC) is an 

SAP tool used for planning business strategies and decision based on currents data analysis. BPC analyze data 
at a very granular level. The data fetched in BPC is real-time giving a clearer picture to business users of their 

market performance. SAP Analytics cloud (SAC) is a cloud data virtualization tool used for reporting, planning 

and data analysis. By integrating them with PaPM we can get real-time allocated data which can be used for 

data analysis and accordingly business users can take financial decision. 

Apart from BPC and SAC users can get their business performance via PaPM as well. It has a query function 

which enables it to generate reports, graphs, and tables of post allocated data by RFA (Remote Function 
Adapter). The query function uses RFA function as and input and provides the same result as RFA in graphs 

and table form making it easier for business users to understand. 

V. FEATURES OF PAPM 

 DEPLOYMENT 

PaPM can be deployed on premise i.e. on one central system or on cloud 

 CONNECTIVITY 
PaPM can be connected to SAP as well as non-SAP systems. It can use both SAP and non-SAP as its data 

source for data processing and allocation. 
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 PERFORMANCE 
As thousand of cores run in parallel for data processing, it can process complex calculation within minutes or 

hours. Since calculation is done fast, the allocation process is also improved significantly. 

 WRITEBACK 

With PaPM as a tool we can write our data back to the source system post allocation. 

 FRONTEND 
PaPM is a tool which is totally web based i.e. whenever we launch our environment it is opened as a web 

service makes it easier to work on. 

 INTEGRATION WITH BPC AND SAC 

With PaPM being integrated with BPC and SAC, users can make better business decision based on the quick 

data analysis due to fast data processing. 

 OTHERS 

PaPM provides Transparency, traceability, and auditability of data. 

PaPM implements Cross-industry and industry-specific content. 

VI. CONCLUSION 
PAPM is at the verge of turning into a effective tool with its new iterations bringing advanced balance and 

integrations with numerous different systems. It maybe a perfect Analytical tool for allocation of costs for a 

business model which will compliment SAC within the mere future. 

VII. REFERENCES 

1. SAP Profitability and Performance Management, https://en.wikipedia.org/wiki. (Retrieved 05 November 

2021) 

2. SAP PaPM, https://www.mindtree.com/insights/blog/sap-papm-powerful-new-solution-or-just-another-

etl-tool (Retrieved 07 November 2021) 

3. PaPM | SAP Blogs, https://Blogs.sap.com (Retrieved 07 November 2021) 

4. SAP PaPM ETL tool, https://Sap.com (Retrieved 08 November 2021) 

 

  

https://en.wikipedia.org/wiki
https://www.mindtree.com/insights/blog/sap-papm-powerful-new-solution-or-just-another-etl-tool
https://www.mindtree.com/insights/blog/sap-papm-powerful-new-solution-or-just-another-etl-tool
https://blogs.sap.com/
https://sap.com/


International Journal of Advance and Innovative Research   
 Volume 9, Issue 2 (VI) April – June 2022  
 

58 

ISSN  2394 - 7780 

DETECTION OF CHRONIC KIDNEY DISEASE USING MACHINE LEARNING MODELS 

1
Smruti Nanavaty and 

2
Pranav Kateliya

 

1MScIT Coordinator and 2M.Sc. Student, Information Technology Department, Usha Pravin Gandhi College of 

Arts, Science and Commerce 

ABSTRACT   

The kidney is considered to be one of the most important parts of the human body. Its main function is to filter 
extra fluid and remove wastes from the body. Chronic kidney disease is a condition of the kidney where the 

kidney loses its filtration capacity and does not perform as it should. Sometimes the patient is not aware of the 

presence of this disease until it becomes severe. Chronic means the damage to the kidney rises slowly over a 

long period. This slow and gradual rise in chronic disease leads to the process of dialysis or transplantation of 
the kidney. Kidney transplantation becomes more costly or the chances for the patient of survival become less. 

The field of bioscience has become advanced and has generated a large number of electronic health records. 

The use of machine learning in the field of medicine can aid to detect the presence of chronic kidney disease at 
an early stage and a proper medication diet provided to the patient can help to recover. This paper uses data 

preprocessing, data transformation, and various classifiers to predict CKD. This paper uses the K-NN 

algorithm and Random Forest algorithm machine learning models for the classification of the patient who is 

suffering from CKD or Not. 

Keywords: Chronic Kidney Disease, K-NN, Random forest, Machine learning, Dialysis. 

I. INTRODUCTION 

Chronic kidney disease (CKD) is a condition in which your kidneys have been damaged and are no longer able 
to filter blood properly. Because the damage to the kidneys happens gradually over time, the condition is called 

"chronic." Waste may build up in your body as a result of this harm. It can also lead to other health issues. 

Many patients have no symptoms until their renal disease has progressed to the point that they can no longer 
function. The only way to tell if you have kidney disease is to have a blood or urine test. Chronic kidney failure 

is a condition in which the kidneys have been damaged and are no longer capable of filtering blood in the same 

way that a healthy kidney does. Excess fluids and blood waste accumulate in the body as a result, which can 

lead to various health issues like heart disease and stroke. 

A. BLOOD TEST: 

1)  A GFR blood test: This test is used to determine how well the blood is filtered, which is referred to as 

GFR. Glomerular filtration rate (GFR) is an abbreviation for glomerular filtration rate. 

TEST RESULTS: 

i.  The kidneys are functioning normally if the glomerular filtration rate (GFR) is 60 or above. The normal 

range is defined as a glomerular filtration rate (GFR) of 60 or above. 

ii.  If the patient's glomerular filtration rate is less than 60, they have renal disease. The health care professional 

should recommend the proper medicine. 

iii.  Kidney failure is diagnosed when the GFR is 15 or below. People with a GFR of less than 15 must either 

have a kidney transplant or stay on dialysis. 

2)  Creatinine: Creatinine is a waste product produced when your body's regular muscles break down. The 

kidneys remove creatinine from the blood and excrete it from the body. The quantity of creatinine in your 

blood is used by doctors to determine your GFR. Creatinine levels grow as the renal disease progresses. 

B.  Albumin urine test: This is a test that checks for albumin in the urine. Albumin in the urine is a clear 

indicator that the patient's kidneys have been damaged. The protein albumin is present in the blood. 

Albumin cannot pass through healthy kidneys into the urine. Some albumin is able to pass through the 

injured kidney and into the urine. The lower the albumin concentration in the urine, the better. Albuminuria 

is the presence of albumin in the urine. 

Albumin in Urine Results: 
i. If 30 mg/g or less is considered normal. 

ii. Exceeding 30 mg/g might indicate renal disease. 

Diabetes and hypertension are the two most common causes of chronic kidney disease, accounting for up to 

two-thirds of cases. When blood sugar levels are excessively high, diabetes develops, causing damage to 
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numerous organs in the body, including the kidneys and heart, as well as blood vessels, nerves, and the eyes. 

When blood pressure rises against the walls of blood arteries, it is known as hypertension. High blood pressure, 

whether uncontrolled or poorly regulated, is a primary cause of heart attack, stroke, and chronic renal disease. 

Hypertension can also be a symptom of chronic renal disease. 

II. LITERATURE REVIEW 

"Early detection and prevention of chronic kidney disease". Author : Maithili Desai[2]. In many of these chronic 
conditions, data mining techniques can be utilized to uncover significant metrics that can be used to determine 

the disease's suffering. This can be done via data prediction, which is a low-cost, high-accuracy solution for 

folks who can't afford to run repeated experiments. Instead of doing every test, the algorithm assists in 

identifying a selection of them that will yield comparable results, saving you time and money. Because Boruta's 
study is free, it aids in a potentially costly medical diagnosis. 

"Chronic Kidney Disease Detection Using Machine Learning Techniques", By N. Vanitha & S.V. Sendhura[1], 
Several machine learning methods can be used to detect chronic renal disease. We will test all of the aspects of 

machine learning approaches in the future to obtain the best accuracy. The suggested SVM algorithm 

effectively extracted the features and classified the samples with a 98.40 percent accuracy. Deep learning 
techniques can be used to attain high accuracy. 

"Early prediction of chronic kidney disease using machine learning supported by predictive analytics". 

Authors,Ahmed J. Aljaaf1, Dhiya Al-Jumeily, Hussein M. Haglan, Mohamed Alloghani, Thar Baker, Abir J. 
Hussain, and Jamila Mustafina[7].  The RPART model, which is a classification and regression tree, produced 

fairly acceptable results. With these data, no information on any type of medication was gathered. The value of 

several metrics may be influenced by the drugs that have been prescribed. The MLP model had the best AUC 
and TPR, while the RPART model had the maximum TNR of 1.00, according to the data. 

"Comparative analysis of machine learning methods to detect chronic kidney disease". Madhusree Sankar Roy, 
Ritama Ghosh, Diyali Goswami, Karthik R[3]. Comparing all models, Random Forest Classifier and Extra Tree 
Classifier provide the highest accuracy of 99.36%. 

"A novel approach to predict chronic kidney disease using machine learning algorithms". Bhavya Gudeti, 
Shashi Mishra, Shaveta Malik, Terrance Frederick Fernandez, Amit Kumar Tyagi, Shabnam Kumari[5]. To carry 

out the CKD research, the support vector machine, logistic regression, and K-NN are investigated. The accuracy 

of the algorithms was used to determine their performance. Within the confines of this medical scenario, our 
findings demonstrated that the support vector machine algorithm predicts chronic kidney disease better than 
logistic regression and nearest neighbors. 

"Prediction of chronic kidney disease using machine learning models". S.Revathy, B.Bharathi, P.Jeyanthi, 

M.Ramesh[6].  Research results showed that the Random Forest Classifier model better predicts CKD compared 
to decision trees and support vector machines. 

"Chronic Kidney Disease Prediction and Recommendation of Suitable Diet plan by using Machine Learning". 

Akash Maurya, Rahul Wable, Rasika Shinde, Sebin John, Rahul Jadhav, Dakshayani. R[4]. Data preprocessing, 

feature extraction, creating zones based on blood potassium level, and diet advice module are the four primary 
modules of the proposed system. A suitable statistical method, such as regression, extracts very efficient 

characteristics in the choice of CKD detection from the dataset, which comprises 25 primary features. 

III. MACHINE LEARNING MODELS 
Machine learning is a subfield of artificial intelligence that is described as a machine's capacity to emulate 

intelligent human behavior in a wide sense. Artificial intelligence systems are utilized to carry out complicated 

tasks in the same manner that people do. 

A. Machine learning is divided into three categories: 
1)  Supervised Machine Learning: Models are trained on labeled datasets, which enables them to learn and 

improve over time. For instance, an algorithm may be trained on photographs of dogs and other objects, all 

of which were classified by humans, and the machine would learn how to recognize images of dogs on its 
own. The most popular sort of machine learning nowadays is supervised machine learning. 

2)  Unsupervised Machine Learning: The algorithm searches for patterns in data that haven't been labeled. 
Unsupervised machine learning can uncover patterns or trends that individuals aren't aware of. An 

unsupervised machine learning software, for example, may monitor online sales data and identify various 
sorts of clients making purchases. 



International Journal of Advance and Innovative Research   
 Volume 9, Issue 2 (VI) April – June 2022  
 

60 

ISSN  2394 - 7780 

3)  Reinforcement machine learning: Establish a reward system to train robots to do the optimal action 

through trial and error. Reinforcement learning may be used to teach models to play games or autonomous 

vehicles to drive by notifying the car when it has made the appropriate judgments, allowing it to understand 

what actions it should perform over time. 

B. K-NN Algorithm 

The K-Nearest Neighbors (KNN) method is a supervised machine learning technique that may be used to solve 
classification and regression issues. However, it is mostly employed in the business for the categorization of 

predicted issues. KNN is well defined by the following two characteristics: 

1)  Lazy learning algorithm: KNN is a lazy learning algorithm since it does not have a dedicated training 

phase and instead uses all of the data for classification training. 

2)  Non-parametric learning algorithm: Because it makes no assumptions about the underlying data, KNN is 

also a non-parametric learning algorithm. 

C. Random forest Algorithm 
Random Forest is a frequently used supervised machine learning technique for classification and regression 

tasks. It creates decision trees from several data, using a majority vote for classification and the mean for 

regression. One of the most essential characteristics of the Random Forest technique is its capacity to cope with 

data sets comprising both continuous and categorical variables, as in regression and classification. It leads to 

more accurate categorization results. 

D. GINI INDEX 

A Gini index, also known as a Gini impurity, calculates the likelihood of an attribute being erroneously scored 

when randomly picked. It is said to be pure if all of the elements belong to the same class. 

 
Fig. 1: Formula for Gini index. 

IV. DATASET AND ALGORITHM 

A. Attribute Information 

There are 25 characteristics in the dataset, 11 of which are numeric and 14 of which are nominal. The whole 
dataset's 400 instances are utilized in the training of machine learning algorithms. In 400 instances, 250 are 

diagnosed with chronic kidney disease (CKD) and 150 with non-chronic kidney disease (NCKD). The attributes 

present in the data set are bacteria, sodium, age, hemoglobin, diabetes mellitus, classification, appetite, coronary 

artery disease, blood pressure, pus cells, anemia, foot edema, sugar, white blood cell count, hypertension, red 
blood cells. Count, Potassium, Specific Gravity, Pus Cells, Packed Cell Volume, Albumin, Serum Creatinine, 

Red Blood Cells, Blood Urea, and Random Blood Glucose. The data set is separated into two groups: one for 

testing samples and the other for training samples. The proportions of test and training data are 30% and 70%, 

respectively. 

Table II: Dataset Description. 

Sr no. Attribute Description about the attribute 

1 Bacteria(nominal) ba (present / not present) 

2 Sodium(numerical) sod in mEq/L 

3 Age (numerical) Person's Age in Years 

4 Haemoglobin (numerical) Hemo in grams 

5 Diabetes Mellitus (nominal) dm ( yes / no) 

6 Class (nominal) class (ckd / notckd) 

7 Appetite (nominal) appet (good / poor) 

8 Coronary Artery Disease(nominal) CAD (yes / no) 

9 Blood Pressure (numerical) BP in mm/Hg 

10 Pus cell (nominal) PC (normal / abnormal) 

11 Anemia (nominal) ane (yes / no) 

12 Pedal Edema (nominal) pe (yes / no) 
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13 Sugar (nominal) su (0/1/2/3/4/5) 

14 White Blood CellCount (numerical) Wc in cells/cumm 

15 Hypertension (nominal) htn (yes/no) 

16 Red Blood Cell Count (numerical) Rc in cells/cumm 

17 Potassium (numerical) Pot in mEq/L 

18 Specific Gravity (nominal) Sg - (1.005/1.010/1.015/1.020/1.025) 

19 Pus Cell clumps (nominal) pcc (present / notpresent) 

20 Packed Cell Volume (numerical) P cv 

21 Albumin (nominal) al (0/1/2/3/4/5) 

22 Serum Creatinine(numerical) Sc in mgs/dl 

23 Red Blood Cells (nominal) RBC (normal/ abnormal) 

24 Blood Urea (numerical) Bu in mgs/dl 

25 Blood Glucose Random (numerical) BGR in mgs/dl 

B. Classification Accuracy 

The created classifier model's accuracy may be determined using the following equation: 

 
Fig. 2: Formula for finding Accuracy 

Where, 

TP = Observation is positive an predicted is also positive. 

TN = Observation is negative and predicted is also negative. 

FP = Observation is negative but predicted is positive. 

FN = Observation is positive but predicted is negative. 

C. ALGORITHM 

Input: chronic kidney disease dataset 

Outputs: Finding classification accuracy. 

Step 1: Enter the data 

Step 2: Pre-process the data 

Step 2.1: Convert nominal values to binary values. 

Step 2.2: Replace the missing values with Mean in the  respective columns. 

Step 3: Build Classifier Models. 

Step 3.1: Practice with the Gini Index. 

Step 3.2: Train Using the Random Forest Algorithm. 

Step 3.3: Train using the K-NN algorithm. 

Step 4: Predict the test using a genetic index. 

Step 5: Check the accuracy of the models built using a  confusion matrix. 

Step 6: Determine the best classification model for CKD. 

V. RESULTS AND DISCUSSION 

A. Accuracy of Gini index 

The Confusion Matrix was generated by the Gini index fortest data (120 instances) with class (values: CKD, 
NON CKD) as the target variable is given by TABLE III. The confusion matrix clearly says that 4 instances are 

not correctly classified, 116 instances have been accurately classified, and the accuracy of this classifier model 

is 96.66%. 
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Table III: Confusion Matrix of Gini index. 

 NON CKD CKD 

NON CKD 39 1 

CKD 3 77 

 

B. Accuracy of Random Forest 

Confusion matrix generated by Random Forest model of test data (120 cases) with category (values: CKD, 

NON CKD) as the target variable is given by TABLE IV. The confusion matrix clearly says that 120 instances 

have been accurately classified and the accuracy of this classifier model is 100%. 

Table IV: Confusion Matrix of Random forest. 

 NON CKD CKD 

NON CKD 40 0 

CKD 0 80 

C. ACCURACY OF K-NN 

The Confusion Matrix was generated by the K-NN model to 

Test data (120 cases) by category (values: CKD, NON CKD) as a target variable was introduced by TABLE V. 

The confusion matrix shows that 20 cases were not correctly classified 100 cases were classified with the 

accuracy and accuracy of this classifier model 83.33%. 

Table V: Confusion Matrix of K-NN. 

 NON CKD CKD 

NON CKD 33 7 

CKD 13 67 

VI. CONCLUSION 
The models used for the classification of CKD for the given dataset achieve high accuracy. The use of these 

machine learning models in the field of bioscience can help in the early detection of CKD and can also help the 

patient for early treatment at the earliest. Proper medication and adequate diet major risk of kidney damage can 

be avoided. The random forest algorithm achieves the highest accuracy in classifying the presence of CKD or 

NOTCKD. 
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ABSTRACT  

DevOps is an evolving practice to be followed in the Software Development life cycle. The name DevOps 

shows that it’s an amalgamation of the Development and Operations team. It is gaining fame because of its 
continuous approach – continuous integration (CI), continuous deployment (CD), and software delivery. This 

paper studies the building blocks of DevOps, the application of DevOps in cloud giants, and their comparison. 

Indexterms: DevOps, Cloud Computing, DevSecOps, AWS, Azure 

I. INTRODUCTION 
Cloud computing is software architecture built on apps that store data on remote servers accessible over the 

internet. There are two types of cloud computing: front-end and back-end. Using an internet browser or a cloud 

computing application, a user can access data stored in the cloud via the front end. The backend, on the other 
hand, is an essential aspect of cloud computing because it is in charge of securely storing data and information. 

It includes servers, computers, databases, and central servers. The central server eases operations by following a 

set of protocols. [1] 

DevOps is a set of methodologies for communicating and collaborating between developers and operations to 
provide software and services more quickly, reliably, and with greater quality. The term 'DevOps' was coined 

by combining the words 'Dev' and 'Ops.' From development to deployment and support, DevOps is the division 

of  jobs and responsibilities among a team empowered with complete accountability for their service and its 
underlying technology stack. DevOps emphasizes the automation of change, configuration, and release 

procedures in order to handle continuous releases. [2] 

DevSecOps is a mindset that emphasizes "everyone is responsible for security" when it comes to IT security. It 
entails incorporating security procedures into the DevOps pipeline of a company. The goal is to integrate 

security into the software development process at every level. DevSecOps means you're not saving security for 

the end of the SDLC, which is in direct opposition to previous development approaches. [3] 

Azure DevOps enables teams to organize work, collaborate on code development, and create and deliver apps 
using developer services. Azure DevOps promotes a culture and set of protocols that unite developers, project 

managers, and contributors to collaborate on software development. [4] 

AWS offers services that assist you in implementing DevOps at your firm and are designed specifically for use 
with AWS. These solutions let teams manage complicated systems at scale, automate tedious processes, and 

keep engineers in charge of the high velocity that DevOps allows. [5] 

II. REVIEW OF LITERATURE 
The author’s main purpose in writing this paper was to analyze and identify whether software quality gets 

improved when DevOps is practiced. Online questionnaires and interviews with DevOps specialists in the 

software development business were used to obtain data. Culture, automation, monitoring, and sharing all have 

an impact on product quality, according to research findings. As a result, if DevOps practices are followed 

appropriately, software quality will improve. [2] 

This survey examines recent research on quality-aware software engineering tools to aid DevOps. The research 

context is examined, and some gaps in domains such as continuous integration/continuous delivery (CI/CD), 

incremental verification, and infrastructure-as-code are identified (IaC). [9] 

In this research article, the authors have discussed the limitations in DevOps methodology and see how a 

missing security model can cause the problem of insecure development. They have also discussed the various 

techniques of DevOps and DevSecOps can support the development process. They have observed the 
challenges that were faced during the process without DevSecOps. Their explanation also provides the stages 

where DevSecOps can be adopted. The result shows that with DevOps one can develop a secure application 

ensuring the constraints of DevOps methods like speed. They have stated that their future work will be to 

implement the same concept on a project with a larger scale and scope. [10] 

The fundamental role of DevOps in the digital transformation of service delivery is outlined in this paper as a 

collection of techniques and practices that complement IT as a Service and software product delivery. The 
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application evaluation framework is presented as a means of preparing the application landscape for the DevOps 

transition. [11] 

III. COMPARATIVE STUDY 
DevOps is a methodology that combines development and operations, while DevSecOps is a subsection that 

emphasizes security. Although the two notions are not mutually exclusive, their objectives are rather different. 

The differences in DevOps and DevSecOps can be classified into the following aspects: 

Features DevOps DevSecOps 

Philosophy 

The collaboration of the 
Development and Operations 

teams helps increase their 

productivity.[6] 

The aim of the DevSecOps 
team is to find inventive 

solutions by bringing down 

walls between development 
teams and IT, removing silos 

so that both parties can 

collaborate.[6] 

Purpose 

DevOps being significantly 
involved in the engineering 

process on a daily basis has 

its main purpose as speed.[6] 

The main objective of 
DevSecOps is to offer 

premium security along with 

pertaining faster speed of 
process, accessibility, and 

scalability.[6] 

Goal 

DevOps focuses on bridging 

communication gaps between 
teams, aims to reduce risk 

while delivering high-quality 

software faster by focusing 
on collaboration, continuous 

integration, and 

automation.[6] 

DevSecOps aims to create a 

safe and secure environment 
for sharing security choices 

while preserving the highest 

levels of security, speed, and 
control.[6] 

Emphasis 

DevOps emphasizes on 
Software Development.[6] 

In order to reduce downtime 
and data loss, DevSecOps 

emphasizes the significance 

of developers writing secure 
and compliant code as their 

primary job.[6] 

Security begins 

The concept of security in 

DevOps begins right after the 

development pipeline.[6] 

The application of security in 

DevSecOps begins during 

the build process.[6] 

Both AWS and Azure aim to automate the software development lifecycle. 

Features AWS DevOps Azure DevOps 

Infrastructure 

AWS’s strategy has been to 

stay ahead of the innovation 

curve and provide services 

that IT operations can easily 
comprehend and use to meet 

their on-demand 

compute and storage require
ments.[7] 

Azure was designed as a 

holistic platform and has 

been geared toward 

businesses from the 
beginning. It originated as 

a platform as a 

service (PaaS), allowing 
developers to develop 

applications without focusing 

on the servers on which 
they’re running.[7] 
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Service Integration 

AWS DevOps helps users to 

easily integrate AWS 

services like EC2, S3, and 
Beanstalk in just a few 

clicks.[7] 

Azure DevOps enables 

customers to integrate Azure 

services such as Azure VM, 
Azure App Services, and 

SQL databases, as well as 

third-party tools such as 

Jenkins, thanks to their 
extensive ecosystem of third-

party editions.[7] 

Managing Packages 

in a Software 

If you need to manage a 
package in AWS DevOps, it 

is required to integrate an 

external software or third-

party software like 
Artifactory.[7] 

Azure offers a package 
manager tool called Azure 

Artifacts that can handle the 

packages like Nuget, Maven, 

etc.[7] 

Best Feature 

AWS DevOps can simply 

automate a complete code 
deployment with AWS 

services. [7] 

Azure DevOps has Kanban 

boards, workflows, and a 
huge extension ecosystem.[7] 

IV. CONCLUSION 

The building components of DevOps have been explored in this paper. The Cloud is an essential component of 
DevOps, as it aids with integration, continuous delivery, security, and feedback collection. Many architecture 

frameworks have been discussed, and each of these models has addressed some difficulties or enhanced existing 

DevOps benefits. Apart from all of these considerations, the team must be skilled and adaptable enough to deal 

with cultural shifts. 
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ABSTRACT 

 Numerous instances of pressing issues in rural areas such as unlawful land grabbing, encroachments, illegal 
occupancy of forest areas for cultivation and other commercial activities, land disputes without sufficient 

evidence to support the claims, measuring areas that were affected by floods and famines, etc. makes the need 

for land and boundary surveying a priority. Land Surveying and Land Boundary is avoided by a large mass 

because of the overhead cost of infrastructure and the lack of knowledge of the latest calculation tools. The 
current data available in hand is outdated or has been rustically assembled- manual drawing with the hand. 

The landmass moves on an average of 0.6 inches a year. This indicates that after 5 years, the data can be 

inaccurate and false claims can be made. This emphasizes on the need for a Land and Boundary Surveying. 
This research paper aims to bring forth a solution more accessible to the common man; so that there would be 

sufficient evidence and there would be a much simpler and feasible solution. 

I. INTRODUCTION 

Land surveying is the art and science of determining the exact location. Land surveying is a detailed 
examination or study that is carried out after obtaining information by observation, measurement, study and 

research of legal documents, data analysis, and other methods. 

There are 3 major types of land surveys- Construction or Engineering, Geodetic & Boundary or Land. 

Construction or Engineering studies changes in property lines, the location of buildings, road topography and 

grade; Geodetic uses satellite and aerial imaging to measure large portions of the earth and Boundary or Land 

determines where properly lines are located. 

There are several equipments that can be used for Land Surveying. However, the purchasing or renting cost 

of the equipment is not feasible and it is complex to use. There is a much simpler and feasible procedure that 

can be adopted with the same high-level accuracy. The procedure involves the use of a simple GNSS device. 

Global Navigation Satellite System (GNSS) is a general term used to describe any satellite constellation that 
provides Positioning, Navigation, and Timing (PNT) services on a global or regional basis. GNSS, by 

definition, gives worldwide coverage. The Galileo navigation satellite system in Europe, the NAVSTAR Global 

Positioning System (GPS) in the United States, the Global'naya Navigatsionnaya Sputnikovaya Sistema 
(GLONASS) in Russia, China's BeiDou Navigation Satellite System, Indian Regional Navigation Satellite 

System (IRNSS) / Navigation Indian Constellation (NavIC) and Japan’s Quasi-Zenith Satellite System (QZSS) 

are all examples of GNSS. 

The Global Navigation Satellite System (GNSS) is based on the idea of trilateration and uses satellite 

constellations. Simply said, GNSS receivers compute their own location by calculating the distance between 

four or more satellites. These satellites would have originally all come from the same GNSS, although multi-

GNSS receivers are now popular. 

For a long time, the only GNSS options were GPS and its Russian-owned equivalent (GLONASS). Because 

GPS was the more reliable of the two systems during this time — GLONASS was in disrepair and GPS became 

the most extensively used GNSS, and it remains so to this day. 

With the rebirth of GLONASS, as well as the introduction of Europe's Galileo system and China's BeiDou, 

users and developers now have access to a wider variety of signals and all the benefits it entails, such as More 

satellites are available at any given moment, resulting in greater reliability; Greater precision can help offset 

impacts like air interference on GNSS precision by combining signals and frequencies; Multi-GNSS receivers 

are less vulnerable to mistakes produced in the space segment and are more difficult to spoof/jam. 

The GPS (Global Positioning System) is a satellite-based navigation system with at least 24 satellites. With 

no subscription fees or setup charges, GPS works in any weather condition, anywhere in the world, 24 hours a 
day. The satellites were launched into orbit by the US Department of Defense (USDOD) for military purposes, 

but they were later made accessible for civilian usage in the 1980s. 
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The GPS traditionally provides Latitude, Longitude, Elevation, Speed and Time. Based on the extraction of 

this data, it offers a host of application, on land, in the air or at sea. Because of its parallel multi-channel 

construction, today's GPS receivers are exceptionally accurate. When our receivers are first turned on, they 
quickly lock onto satellites. The accuracy of Garmin GPS receivers (which will be used in the project) is 

typically within 10 meters, thus making it highly reliable. On the water, accuracy is even better. The biggest 

names in GPS industries are Google, Garmin, Magellan, OnStar and TomTom. 

Garmin is a well-known navigation system. They're very popular because of their application in various fields 

suggest and guide your movements as you travel. You can set your car to pre-determined destination and tailor 

your route. Their horizon is expanded to Aviation, Marine, Fitness, Treking, etc. 

Garmin GPS uses GPX file format to store its data. A GPX file is a GPS data file recorded in the GPS 
Exchange format, which is a widely used open standard. It includes waypoints, routes, and tracks, as well as 

longitude and latitude location data. GPX files are saved in XML format, which makes it easier to import and 

read GPS data from a variety of programs and web services. GPX Stores A waypoint which contains a point's 
GPS coordinates; A route, which is a set of track points that lead to a destination. Track points are waypoints 

for turn or stage points and Track which is a path is described by a list of points. 

II. LITERATURE REVIEW 

The first use of surveying can be dated back to 1400BC when early Egyptians used the precision for the division 
of lands into plots. Furthermore, in 1200BC, the innovation of geometry was introduced by the Greeks, which 

helped in the accurate division of land and standardize the procedures for conducting surveys. They also have 

the distinction of being the first to develop an instrument (Diopter) for conducting surveys.  Surveying became 
more important in the 1800s for the development of public infrastructure such as canals, highways, and 

railroads. The Industrialization ushered in the development of geodetic and plane science, which in turn ushered 

in the creation of increasingly complex equipment. [1] 

As rightly pointed out by researchers, A complete physical or manual land survey is the only efficient and 

reliable way of documenting the physical boundaries of the property and identifying the improvements on it. 

Land surveys, on the other hand, are frequently disregarded and are one of the most misunderstood aspects of a 

real estate transaction. A surveyor's plotted area is frequently of any irregular shape. [1] 

The researchers have identified the existing technology of surveying i.e. Chain Surveying, Compass Surveying, 

Theodolite Surveying and Photographic surveying and how weather and seasonal changes affect the same. [1] 

In the traditional method, land surveying consists of ten stages that take more than two weeks to complete in 
order to register a property with the appropriate offices. Many issues over ownership, land boundaries, and 

locale eventually develop. As a result, the issue has been handled by using a GPS. [2] 

The ownership of land is one of the oldest and most essential aspects of human society, and adastral surveys 
deal with it. They are the surveys that establish, mark, define, retrace, or rebuild the public lands' boundaries 

and subdivisions.[3] 

Traditional land use planning is unable to match the demands of the times, and planning theory and practise are 

showing signs of deterioration. As a result, land use planning should continue to incorporate the most recent 
scientific and technological advances, as well as develop and improve land use planning concepts and 

methodologies. [4] 

Land is the most essential resource for national development and a major regulatory mechanism for the macro 
economy. Land management is linked to a country's economic, food, and ecological security, and is essential for 

the country's healthy and long-term development. The current land use status in the country as a whole is 

unclear, and land use management levels in different provinces are inconsistent. [5] 

A Geographic Information System (GIS) is a specialised system for managing and analysing geographical data. 
It can handle all types of geographical data according to geographic coordinates and locations and explore an 

object's spatial relationships with the help of hardware. [6] 

The Digital Land Management System, or DLMS for short, is a model system for digitally managing land 

regions in any country, such as India, using current technology. [7] 

Crop field borders have been created on the cadastral map for centuries through land surveying. The recent 

development of survey tools such as Global Positioning System (GPS) devices, theodolites, and total stations 

has enhanced the mapping of field borders. [8] 
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Investigators collect traditional land parcel field data using GPS positioning and record it in a standard record 

chart that includes geodetic coordinates for the four boundaries of one sampling land parcel as well as other 

data. Furthermore, the data from the record chart was entered into the office computer, and the space vector and 
characteristics data were processed to obtain land parcel data. The article uses network technology, database 

technology, and system integration technology to construct a fully digital multi-field data collection, processing, 

and data management technology system in light of our urgent need for stringent land management. [9][10] 

III. METHODOLOGY 

As mentioned earlier, there are several methods and equipments that can be used for Land Boundary and Land 

Surveying. However, they may be unfeasible and complex. So, a simpler and suitable method which can be 

adopted for Land Boundary Surveying is using GNSS Device. 

Considering that GPS is the most popular GNSS, and Garmin is one of the most widely used GPS handheld 

devices, the same shall be used for the Study. 

The hardware used to initiate the procedure will include a Garmin Handheld GPS, a Laptop/Desktop and USB 
to GPS Cable. Softwares used will include the OEM software, Garmin Basecamp, GIS software (QGIS, 

ArcGIS, etc.) and Python IDE (in this Study, Spyder IDE shall be used) 

A. Data Collection and Exploration 

The gathering of the Data involves using the Garmin GPS. IN our example we shall use a Garmin Oregon 550 

handheld GPS. 

Firstly, start the Garmin GPS. Wait till the satellites are acquired. The range icon in the bottom centre shall 

point out once the GPS signals are caught. When the icon turns green, it implies that the range has been 

acquired. 

 

On acquiring the signal, start by marking waypoint by clicking on ‘mark waypoint’ icon, and then naming your 

waypoint and saving the same. 

Now simply walk/drive with your GPS device around the plot. Mark Waypoints at extreme ends if necessary. 

Make sure you come back at the same spot. AS soon as you complete a revolution turn off the GPS device.  

Now connect the GPS to the laptop. Navigate to the ‘GPX’ folder and search for current.gpx file. The last 

gpxfile is saved as current.gpx. Copy that GPX file at the desired location. 

GPX files are GPS files that store information such as Latitude, Longitude, Speed, Elevation, Tracks etc. in 

XML Format. The format is shown below. 
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B. Analysis of Data 

After extracting the GPX file from the GPS and storing it in a desired location, the analysis can be carried out 

on it. There are 4 approaches that can be used for analysis. 

Approach 1- Basic Approach 

The first approach that can be adapted is by using Garmin’s basecamp application. This is a desktop 

application provided by the equipment provider, Garmin. To use this, open basecamp on laptop, click on maps 

and select OSM Maps. OSM maps are the free open-source maps that are made available to the public. 

After enabling OSM, click on file, and then import into “My Collection”. Navigate to the GPX file and add it. 

After importing the GPX, select on the relevant time stamp and it will display the area on the map 

 

The red highlighted region is the path followed which marks the land boundary and will help land surveying. 

Approach 2- Programmers Approach: 

The Second approach is using Python Programming language.  Using Python programming language, user 
specific data can be called from the GPS and can be displayed. This approach can be used by prgrammers to 

specifically develop software to suit their needs. 

Some modules like matplotlib, time, IPython, xml dom and math shall be used for the same. To open the GPX 
file and parsing the same, Minidom is used. After the calculation speed, distance and elevation using various 

functions, plot them on a graph. 

The Output of the python code will be as follows: 

 

Approach 3- Surveyors Approach 
The third approach can be adapted by a GIS Analyst. This will aid his analysis on for land. For this 

procedure, one requires a GIS software such as ArcGIS, one of the most popular GIS tools, QGIS, etc. In this 

case, we will use QGIS. 

Start by creating a new project, click on Layer-> Add Layer -> Add Vector Layer. Select the GPS option. 

Navigate to your gpx dataset and click add. 
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Add OpenStreetMap to the QGIS Map after installing OSM Plugins. Add to current layer The output 

will be as follows: 

 

The red highlighted region is the path followed, which marks the land boundary and will help land 

surveying. 

 

Approach 4- Simplified Approach: 

The Fourth approach can be achieved by using Google My Maps. It is the simplest method, and this can be 

achieved by a common man. 

For this, user has to log onto https:\\mympas.google.com, click on create new map and then clicking on import. 

Add the gpx file and select the type of map. In this case Satellite images map was used. 
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C. Comparison between the approaches 

The comparison of the four methods is as follows: 

 

IV. CONCLUSION 
As technology improves, it reduces the chances of Jamming and degradation of signals and other means hacking 

of the signals. The use of GPS for land surveying is a cost friendly and accurate method for defining boundaries. 

The use of heavy infrastructure is not needed. Garmin GPS has around 10 metre accuracy and with the 
induction of the Indian Satellites, once can expect submeter accuracy, The use of DGPS and other equipment 

can be used in places where receiving the GPS signal may be an issue and where GPS signals are weak, 

additional equipments may be needed to improve the precision. The trilateration of GPS has been improved 

over time making it much more accurate. Now with the new concept of multi-GNSS introduced, and the number 
of GPS Satellites increased and with the Indian constellation, including GAGAN, making a serious inroad into 

the accuracy of the GPS. 

GPS Surveying is ideal for areas who have irregular boundaries. With the use of waypoints, the accurate 
position of the outermost position can be calculated. Now with the use of satellite imagery, the tracklogs 

obtained from the GPS can be superimposed thus providing a visual representation. 

GPS can be very effectively deployed in situations of natural calamities such as floods, and hurricanes to 

estimate the extent of impact. This can be done with the least amount of heavy infrastructure and permits post 

processing of the data. It will have even more applications in the future. 
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ABSTRACT 

 The Internet of Things (IoT) is an intensifying tendency in today’s world and has proved to be a game-changer 

in the field of technology. The technology or belief for this paper is IOT based which is a thing of present and 
future. The primary purpose of this paper is to make our homes smarter and more secure. In today’s world, 

where every person wants to maintain their valuables safe and secure, video surveillance for observing a 

particular area has become the need of the hour. To deal with this difficulty, the safest solution is a smart 

surveillance system for certain places like bank vaults, homes where the human presence is not available. 

Based on Arduino, a security system simulation is presented in this paper. The consequences are known from the 

glow of LED’s connected to the board. It is a distinctive way of keeping the system secure with current 

technology. This paper researches the building blocks of IOT In Security systems, challenges in adopting it, 

Models to improve practices, and Future works on Security systems related to IOT. 

Keywords:  Internet of Things, Arduino, Security system, Surveillance. 

I. INTRODUCTION 

The Internet of Things is ultimately described as a network of physical objects. Networks before used to be just 
computers linked together, but nowadays it has evolved into a more advanced network. Nowadays most devices 

are connected to the      Internet; moreover, these devices collect data through sensors. These devices can range 

from small to big, such as smart fridges or cars. The problem here is that all these devices collect any data from 
their sensors, but don’t have a shared platform to share it. The Internet of Things aims to combine all their data 

and connect all these devices to form a huge network of things, where they can communicate together and 

analyse patterns. “The internet of things is an internet of three things, people to people, machine to people and 
machine to machine” (Salazar, C.,2016).  devices together to be able to achieve new heights in technology and 

provide new services and applications. There is an increasing thrust on reducing manpower and human labour 

to give way to machine efforts and digitization. In this regard, home automation is perhaps the most popular area 

of research, as it offers a wide variety of use cases and avenues for introducing machine learning. The market is 
flooded with different kinds of devices that enable home automation. While most of them focus on appliance 

control through apps, or more recently, voice control, there is a lot more that can be accomplished through 

automation. The internet of things aims to accomplish the unity of multiple  Security at living species has 
become necessary for current lifestyles, as monitoring and surveillance 24x7 is difficult to maintain manually by 

a person. 

The latest technology of IoT applications is one of the best solutions. By using IoT we can have access to 
information about security threats, damage alerts, danger alerts and additional controls over home appliances 

for convenience and in automation and home surveillance. 

Arduino is an electronic board of uses micro controllers. It is programmed with a hex code. Integrated 

Development Environment (IDE) is software running on a ‘C’ program or assembly program. In our daily life, 
securing anything is made the main concern. Security is inevitable and wanted by everyone. In a security chain, 

the well manageable control system is formed as a vital link [1]. Arduino UNO based security system by using a 

PIR sensor is proposed in this paper. 
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II. LITERATURE SURVEY 
The paper “Capture the Unseen - The Role of IOT in Security System” extracts useful data from various 

research papers that examined smart home safety and security systems using the Arduino platform. This 
paper gives us a deep insight into the types of motion sensors and the frequency of their use in security 

systems and talks about the various types of alert mediums used in these systems. Further, this paper also 

details the use of various Arduino boards in these systems, while also comparing their architectures. This data 
has then been analyzed to extract useful information regarding the advantages and disadvantages of these 

systems and how future research could enable better implementation and use of these systems. 

IIA. COMPARISON OF COMPONENT 

1. Arduino UNO R3 and Raspberry Pi 3B 

Arduino UNO R3 Raspberry Pi 3B 

The control unit of Arduino 

UNO R3 is From the Atmega 

family. 

The control unit of Raspberry Pi 3B is from the ARM family. 

Arduino is a microcontroller. Raspberry Pi is a microprocessor. 

It has an 8-bit CPU. It has an 64-bit CPU 

RAM 2KB. RAM 1GB. 

It is cheap in the market. It is more expensive in the market. 

Power consumption is less. Power consumption is more. 

There is no USB support. There is 4 USB support available. 

It can store data onboard. Raspberry Pi 3B cannot store data onboard, it is provided SD card. 

Arduino UNO R3 uses C/C++. Raspberry Pi 3B uses Python, C/C++ and Ruby. 

2. PIR Sensor and Microwave Sensor 

3. ESP8266 and ESP32 Camera Module 

4. Arduino Boards 

PIR Sensor Microwave Sensor 

PIR sensor works on Infrared signals. Microwave sensors work on Doppler signals. 

It operates on heat detection. It operates on a frequency band of 3.2 GHz. 

Angle covered by PIR sensors is 110 
degrees 

Angle covered by Microwave sensors is 360 degrees but not 
accurate 

3-7 m range, PIR sensors is good in 

detecting shorter range. 

3-7 m range, not good. 

Power consumption is 4-28 volts. Power consumption is 4.2-12 volts. 

ESP8266 ESP32 camera Module 

Released in 2014. Released in 2016. 

Xtense single-core 32- bit L106 microcontroller. Xtense single/dual-core 32-bit Lx6 microcontroller. 

The clock frequency is 80 MHz The clock frequency is 160/240 MHz 

It supports 160 kb SRAM. It supports 520 kb SRAM. 

WIFI available (802.11.b/g/n). WIFI available (802.11.b/g/n). 

No Bluetooth support. Bluetooth support is available (4.2 version). 

There is no camera in it. There is a camera on it. 

SD card slot is not there. There is an SD card slot. 

Power consumption is 20uA. Power Consumption is less than ESP8266 10uA (deep 

sleep). 

Sr. No Board Name Processor Type Clock Speed Digital I/O Analog Inputs PWM 

1 Uno ATmega328P 16 MHZ 14 6 6 

2 Mega ATmega2560 16 MHZ 54 16 15 

3 Due ATSAM3X8E 84 MHZ 54 12 12 

4 Yun ATmega32U4 16 MHZ 20 12 7 

AR9331 Linux 400 MHZ 

5 Nano ATmega168 16 MHZ 14 8 6 
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I. SOFTWARE AND HARDWARE REQUIREMNETS 

Software Requirements: 

 Arduino (IDE) 

 Telegram App 

Hardware Requirements 

 Arduino UNO 

 PIR sensor 

 Buzzer 

 Relay Module 

 Bulb 

 Esp32 Camera Module 

 Breadboard 

 Jumper Wires 

 TTL programmer 

 Power Supply 

II. System Architecture 

 
Fig 1. Block Diagram 

 

ATmega328P 

6 Leonardo ATmega32U4 16 MHZ 20 12 7 
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Fig 2. Flow Chart 

 
Fig 3.A      Fig 3.B 

Fig 3A & B. Circuit Diagram 

III. APPLICABILITY 

 This device can be used by anyone as per their needs. 

 As the device work with less power, the user does not need to worry about power consumption. 

 The device has a normal look because of that  the intruder won’t be able to recognize it easily. 

 It has minimal upkeep and user friendly. 

 Modern security systems now allow you to remotely monitor what’s happening in your place from your 

phone when you’re not there. 

 Adding a security system to your home gives you an extra layer of protection from the thief/intruder. 
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IV. CONCLUSION 

This IOT based device surveillance and control system are solely used to keep surveillance on the electric 

devices operating condition and to control the on/off functionality from a central remote location. The proposed 
system works effectively for both indoor and outdoor lighting. On the one hand, it augments the effectiveness of 

the system by transmitting an alert signal in situations of any defect and on the other hand it severely diminishes 

the electric energy utilization by providing central control over the appliances. The graphical App-based mobile 
operating delivers a user-friendly and effortlessly accessible platform to the user. This system can be installed as 

an energy-efficient system to control streetlamp that requires a lot of energy and needs manual intervention. 

V. FUTURE SCOPE 

As this is IOT Based system it can be further used to enhance to monitor the complete traffic system and add 

function, components like: 

 Reading Number plates of vehicles: - MATLAB or Open CV can be used to further enhance this system to 

automatically read Number Plates of Vehicles. 

 Depending upon the requirement of using multiple cameras and PIR sensors can be added. 

 Challan the vehicles for over speeding: - In case of a traffic violation or over speeding, Challan can be 

automatically issued via camera monitoring and recording clips can be saved for future reference. 

 Trespasser’s detection: - Trespassers can be traced if found guilty. 

 Real-time implementation of sensors to plan and employ HMIS  [Health Care Management Information 

System] 

 Live video feedback to traffic control centre: - Live video streaming can be screened on to the application to 

a central monitoring team. 
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ABSTRACT  
Machine learning & Deep learning are often two branches/fields which have been significantly researched over 

the last decade under the umbrella term-Artificial intelligence. Leveraging these applications of AI in the field 

of classification and data extraction, this paper emphasises on how machine learning and deep learning 

algorithms can be applied together with medical imaging for the purpose of prediction and diagnosis, 
specifically, with the case of Pneumonia, TB and Covid as their medical interpretation is challenging within 

short period of time. This paper further talks about how machine learning algorithm like neural networks can 

be used to replicate the behaviour of human brain and how that could outperform in diagnosis, detection and 
predictions. Further, it briefs about the relation between AI-ML-DL and covers about the basics of different 

algorithms and learning types which can be applied with medical imaging depending upon the need and further 

consolidates future scope and improvements. 

Keywords:  Machine Learning, Deep Learning, Neural Networks, Radiology, Diagnosis, Image Processing, 

Artificial Intelligence. 

I. INTRODUCTION 

Artificial intelligence has dramatically impacted the efficiencies of our workplaces by augmenting human 
capabilities. The use of AI technologies in healthcare and medical industry has the ability to potentially assist 

the healthcare providers in one of the many aspects like, patient care, and administrative processes, etc. Most 

healthcare and AI technologies have strong relevance to the healthcare field, with varying underlying 
methodologies. The use of AI in medical imaging can perform just as well or better than humans at certain 

procedures in diagnosing disease from previous learning/training data sets. 

What is Machine Learning? 
Machine learning is a branch of artificial intelligence (AI) which focuses on the use of - data and algorithms to 

imitate the way that humans learn and thereby gradually improving its accuracy. In technical terms, it provides 

the systems with the ability to learn (automatically), and to improve from the experiences without being 

explicitly programmed, where the learning phase comprises of methods that automatically detect patterns in the 

training data set, and utilize the uncovered patterns to predict future data or enable decision making. 

What is Deep Learning? 

Deep learning is a subset of machine learning which consists of single/multi-layer neural network (three or 
more layers). These neural networks maker an effort to simulate the behaviour of the human brain and hence 

allowing it to “learn” from large data sets. A neural network with a single layer is capable of approximating 

predictions, however, with additional hidden layers, the algorithm can be further optimized and refined for 

accuracy. 

Relation between AI - ML - DL 

AI is an umbrella term which covers everything related to making machines smarter, and machine learning is a 

subset of AI which provides the systems with the ability to learn (automatically), and to improve from the 
experiences without being explicitly programmed. By the definition, ML refers to an AI system that can self-

learn based on the algorithm (supervised/unsupervised) and hence the systems get smarter, and smarter over a 

period of time without human intervention is ML. Deep Learning (DL) is a subset of machine learning (ML) 
which usually deals with large data sets with multiple hidden layers forming a neural network thereby imitating 

the behaviour of human brain. 
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Fig. 1: Relation between AI -ML -DL [3] 

In reference to the above Fig.1, Artificial intelligence is a large set of different algorithms with distinct abilities, 

out of which the major distinctive domains being machine learning and deep learning. However, since AI being 

vast, in order to imitate human intelligence in a machine, different sets of machine learning algorithms are being 

used (to achieve artificial intelligence), and different while deep learning techniques are used to implement 

machine learning [3]. 

Confining the scope of this paper, machine learning algorithms can further be classified into 3 types: 

1 - Supervised Learning 

2 - Unsupervised Learning 

3 - Reinforcement learning 

Supervised learning  
Supervised learning, as the word emphasises ‘Supervised’, has the presence of a supervisor which directs the 

behaviour of the machine by providing a set of labelled data. 

Unsupervised learning  

Unsupervised learning is a type of learning where the machines consume data which is neither classified nor 
labelled and allows itself (algorithm) to act on information without guidance. The machine groups unclassified 

/unlabelled /unsorted data ap per their observed similarities, patterns, and differences without any prior training. 

Reinforcement learning - 
Reinforcement Learning is feedback-based learning technique in which an agent learns to behave in an 

environment by evaluating its own actions which are rated depending upon the behavioural execution. The 

agent gets positive feedback/score for each right action negative feedback/penalty for each wrong action. 

II. MACHINE LEARNING IN MEDICAL IMAGING 

As discussed earlier that machine learning is a technique for recognizing patterns, this when combined with 

medical imaging/radiology helps in early diagnosis and predictions. It typically begins with ML algorithm 

computing image features which are believed to be important for specific diagnosis. The system (algorithm) 
then identifies the best combination of these image features for classifying the image or computing some metric 

for the given image [4].  

 
Fig. 2: ML in medical imaging [4] 
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In fig 2, For training, the machine learning algorithm uses a set of input images to identify the image properties 

thereby creating a knowledge base which would be further used for the correct classification of test data - that 

is, identification/prediction of diseases - as compared with the supplied labels for these input images. (b) Once 
the system has learned how to classify images, it can be used for its purpose predictions and early diagnosis. 

This trained model is further applied to new set of images to further assist and increase the accuracy of 

predictions/diagnosis. 

III. LITERATURE REVIEW 

Several research articles and papers have been reviewed to obtain background knowledge on this problem and 

to explore what has been done already. In 2019, [1] a study has been conducted where the use of artificial neural 
networks as one of the machine learning algorithms was developed to go through the feature extraction process, 

however ANN suffered from overfitting and vanishing gradient problems for training deep networks. One of the 

key tasks for radiologist was to differentiate appropriate data for diagnosis and to feed in for image 

classification, followed by object detection and categorizing it. 

Another study conducted in 2018, [2] mentions about the applications of ML and image processing so that MRI 

images can be further graphically enhanced and deep study can be conducted. This study had explained about 

the neural networks which consists of a number of connected computational units, called neurons, arranged in 
layers. There's an input layer where data enters the network, followed by one or more hidden layers 

transforming the data as it flows through, before ending at an output layer that produces the neural network's 

predictions. The network is trained to output useful predictions by identifying patterns in a set of labelled 

training data, fed through the network while the outputs are compared with the actual labels by an objective 
function. During training the network's parameters – the strength of each neuron – is tuned until the patterns 

identified by the network result in good predictions for the training data. Once the patterns are learned, the 

network can be used to make predictions on new, unseen data, i.e., generalize to new data. 

 
Fig. 3: ANN – Artificial neural network (a) human neuron; (b) artificial neuron; (c) biological synapse; and (d) 

ANN synapses [3] 

Fig 3, briefs and compares ANN with human nephron. 

A study conducted by Beijing University of Technology in 2019 [3], briefs about the different ML algorithms 

and how are they classified. The diagram depicting the different stages of ML and DL which are used in 

medical imaging domain is shown in fig 4. 

 
Fig. 4:  ML and DL workflow [3] 
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The authors have further explained the process of segmentation followed by feature extraction for specific 

diagnosis and discarding of noise. These features are further classified with the help of classifier and the whole 

process is carried for fewer iterations/cycles till the features distinctly identified. Parallelly, a test data is 
provided as input which is further analysed based on the previous knowledge or training data set and then 

appropriate predictions/detections are made. 

IV. CONCLUSION 
Machine learning field has been evolving over the past few years and is currently being used by many industries 

for demand-supply, stock predictions, sentiment analysis, etc. However, medical imaging is still climbing up the 

ladder where radiology could be integrated with deep learning to pre-diagnose the early symptoms of diseases, 
identify fractures, tumours, etc. This research ensures significant reduction of diagnosis turnaround time and 

provides better care to patients. In medical imaging, machine/deep learning algorithms helps to categorize, 

classify, and enumerate disease patterns which further extends the analytical goals and generates strong 

prediction model. The current existing models are able to work upon single set of data and diagnose one specific 

disease/characteristic at a time. 

FUTURE ENHANCEMENTS 

The future scope of this research is to develop a model which is trained on vast data set comprising of x-rays 
related to Pneumonia, TB and Covid. This model should be able to distinguish and classify the input (patients) 

Xray into one of the three mentioned diseases so that the early symptoms could be identified and treated 

accordingly, thereby reducing the turnaround time. 
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ABSTRACT 
Until recently, sales and marketing has been a guessing game, one strategy follows another until something 
sticks. To know exactly what’s going on with the sales and marketing, one needs to embrace the power of 

analytics. Data analytics can help all businesses to grow and develop more by utilizing the data they already 

have. The study will tell how online business should utilize data and start analyzing their business, predictions 

of customers’ behavior. Survey has also been done on the small business not using data analytics and why they 
should start using for effective growth in the business. Various classification algorithms are used in the present 

study to predict how frequently discounts have to be given to the customers. It is found that SVM algorithm 

performs best among applied classification algorithms. 

Keywords: Data Analytics, prediction, SVM, Naïve Bayes. 

I. INTRODUCTION 

In today's world, everyone wants to grow their business. When it comes to the success of the business, online 

business plays a key role. Unfortunately, far too many firms regard reporting as the primary goal of installing an 
analytics system. Reports provide data rather than insights. Although data is essential, insights are priceless. 

Insights from analysis may be used to drive actions or adjustments, transforming a good business into a great 

one. 

It's no surprise that CEOs are irritated when they discover that their analytics budgets are being squandered on 

standing around Setup rather than investing time obtaining relevant insights and maximizing for success. 

Reports are only effective if they assist any firm to go forward by serving as a springboard for inquiries, ideas, 

and analysis. 

When someone markets the business and promotes the products & services, online business is the best option. 

Online business is nothing but a boon for any business. Data Analytics has escalated in e-commerce cultural in 

recent years. But the concept survey has been poor. Now, lots of Companies have widely embraced the use of 
analytics to streamline operations and improve processes. Data analytics will give information that allows 

businesses to make better decisions, especially in the sale department. Analytics are starting to play a major role 

in almost every aspect of life, not just in business. Research of any type is a method to discover information. 
Within analytical research articles, data and other important facts that pertain to a project is compiled after the 

information is collected and evaluated, the sources are used to prove a hypothesis or support an idea. Using 

critical thinking skills (a method of thinking that involves identifying a claim or assumption and deciding if it is 
true or false) a person is able to effectively pull-out small details to form greater assumptions about the material. 

Some researchers conduct analytical research to find supporting evidence to current research being done in order 

to make the work more reliable. Other researchers conduct analytical research to form new ideas about the topic 

being studied. 

Analytical research is conducted in a variety of ways including literary research, public opinion, scientific trials 

and Meta-analysis. Anyone can refine stream line and improve every area of their business, through the use of 

data. Many believe that only large enterprise has the resources to utilize big data and analytics, yet small business 
can easily take advantage of it as well. Making sense of this information can be overwhelming, but once they 

discover a way to integrate it into their own decision-making process, they will quickly realize the myriad of new 

sales opportunities that are now at their disposal. 

II. PROBLEM STATEMENT 
The aim of this paper is to study the usefulness of data analytics in business. The present study performs 

comparative analysis of classification algorithms to predict frequency of offering discounts to the customer in 

small scale businesses. 

III. LITRATURE REVIEW 

D. P. Acharjya in his paper [2] did the following study. Big data analysis is a current area of research and 

development. The basic objective of the paper was to explore the potential impact of big data challenges, open 
research issues, and various tools associated with it. As a result, the article provides a platform to explore big 



International Journal of Advance and Innovative Research   
 Volume 9, Issue 2 (VI) April – June 2022  
 

83 

ISSN  2394 - 7780 

data at numerous stages. Additionally, it opens a new horizon for researchers to develop the solution, based on 
the challenges and open research issues. 

Hiba Alsghaier, Mohammed Akour, Issa Shehabat, Samah Alibaba [3] In this research they have highlighted 

some aspects of big data and its importance on organizations, business performance and how companies and 

how the companies can use the famous open-source platform Hadoop to process the data and gain the 
competitive advantage. 

Xiaoli Ren [7] In this paper, they survey the state-of-the-art studies of deep learning- based weather forecasting, 

in the aspects of the design of neural network (NN) architectures, spatial and temporal scales, as well as the 
datasets and benchmarks. Then analyze the advantages and disadvantages of DLWP by comparing it with the 
conventional NWP, and summarize the potential future research topics of DLWP. 

Uthayasankar Sivarajah, Muhammad Mustafa Kamal, Zahir Irani, Vishanth Weerakkody [6] in the paper they 

have researched that, Big Data (BD), with their potential to ascertain valued insights for enhanced decision-

making process, have recently attracted substantial interest from both academics and practitioners. Big Data 
Analytics (BDA) is increasingly becoming a trending practice that many organizations are adopting with the 

purpose of constructing valuable information from BD. The analytics process, including the deployment and use 

of BDA tools, is seen by organizations as a tool to improve operational efficiency though it has strategic 

potential, drive new revenue streams and gain competitive advantages over business rivals. However, there are 
different types of analytic applications to consider. 

Saurabh Malgaonkar, Sanchi Soral, Shailja Sumeet, Tanay Parekhji [5] in  their  paper they have researched 
that, Data Analytics is the trending domain that analyses data to observe patterns and predict future outcomes. 

The outcomes are based upon analysis of past and current trends and behaviors. Data analytics deals with both 

descriptive and predictive analyses of data. Descriptive Data Analytics summarizes the data, it's behavior and 
draws useful conclusion from it. Predictive Data Analytics is the branch of data analytics that predicts future 

outcomes based on the current and historical data. These future predictions are drawn by observing patterns 

followed for past data and outcomes for the past events for similar scenarios. In this paper, various branches of 

data analytics have been discussed. Big data analytics architecture gives an overview of the various tools and 
system structure involved in big data analytics. Big data analytics is closely related to data mining and hence, 

implements data mining algorithms. Latter part of the paper covers machine learning algorithms and neural 

networks for training the dataset to recognize patterns for the modeled data and predict outcomes based on the 
training and pattern recognition. Modeling of data using neural networks helps in generating accurate and 
exhaustive outcomes. 

Chun-Wei Tsai, Chin-Feng Lai, Han-Chieh Chao & Athanasios V. Vasilakos [1] in their paper they have deeply 

discussed the issue with a brief introduction to data analytics, followed by the discussions of big data analytics. 

Some important open issues and further research directions will also be presented for the next step of big data 
analytics. 

Patrick Mikalef, Ilias O. Pappas, John Krogstie and Paul A. Pavlou [4] in the paper they have researched that, 

"As organizations strive to achieve a competitive edge over their rivals, big data and business analytics are now 
playing an increasingly important role in realizing performance gains (H. Chen, Chiang, & Storey, 2012a). This 

has signaled an increased interest in the domain by both researchers and practitioners especially over the past 

few years, with data being now regarded as one of the most valuable organizational resources. Recent studies 
have begun to empirically demonstrate the value that big data and business analytics have on organizational-

level outcomes, such as agility (Ashrafi, Ravasan, Trkman, & Afshari, 2019), innovation (Lehrer, Wieneke, 

vom Brocke, Jung, & Seidel, 2018), and competitive performance (Côrte-Real, Ruivo, & Oliveira, 2019; 

Mikalef, Krogstie, Pappas, & Pavlou, 2019). Nevertheless, a recurring finding of these studies is that in order to 
derive value from big data, firms must develop the organizational capacity to identify areas within their business 

that can benefit from data-driven insight, strategically plan and execute data analytics projects, and bundle the 

resource mix necessary to turn data into actionable insight (Gupta & George, 2016; Vidgen, Shaw, & Grant, 
2017). While there is significant variation with regards to the term used to denote this capacity, there is overall 

consensus about the key resources needed to develop a big data analytics or business analytics capability (Gupta 
& George, 2016). " 

IV. NEED OF DATA ANALYTICS IN BUISNESS 

A. Predict customers buying behavior: 

Think about how one visits the supermarket every week to get the same groceries that they always buy. The same 
way, customers are not different. They will always buy the similar products form any e-commerce site. They will 
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buy the products, run out of them and then buy more similar products. The key is to analyse when they buy, how 

frequently they buy, how much they buy, what they buy. 

Being armed with such data/information one can predict their future needs which will help them to better time 
management, having enough stock, having regular customers, prioritization of key accounts and a realistic sale 

forecast. 

B. Sale Forecasting 
Applying forecasting techniques to business decisions can help companies predict consumer’s behavior. Use 

relevant data that focusses on the factors impacting the retail business industry. Use of predictive analytics for 

consumer prediction: Predicting consumer’s behavior patterns based on customers interactions and transactions 

is extremely important in digital era. 

C. Analyzing strong and week products 

Analysing product sales and trends from previous transactions and orders is a great way to spot which product is 

picking up or being declined. One can set product prizing accordingly, if any product is not being sold since 
very long and want to get rid of it, they can decrease the profit margin and put a sale on such products whereas, 

they can increase profit margins for products that are picking up faster. 

D. Spot slipping customers 

As recommended above tracking and analyzing Customer’s behavior will help them find which customers have 
stopped visiting and buying products, who were frequent buyers in previous months? This way they can also 

target one time visitors and customers those are not frequently visiting and know their requirements with which 

they can enhance their products strategy and make more and more customers. 

E. Analyze and monitor customer engagement 

Understanding customer, when last they visited  e-commerce business, latest order, when was the last time they 

contacted the customer support team. Customer’s engagement will help the business understand customers 
better and what exactly expect from the business and to make products more valuable for non-buying customers 

as well. Support team queries is most effective way to reach the customer and analyze them. 

F. Better segmentation 

Generating excel sheets and factorizing data is the best way of segmentation. Take the data business holds and 
divide it up by grouping similar data set together based on the chosen parameters so that one can use it more 

efficiently within marketing and operations. The more data business has more it will  allow to really segment 

the data into useful action points. 

G. Analyze old data: 

The former data holds the most valuable information that can be leveraged to improve sales. Identify which 

tactics work best and gradually they can approach and improve each time. In order of this, they can have a lead 
and have opportunities to detect sales. They can improve tactics by using some marketing techniques. Example: 

As these two products go hand in hand and are similar they could offer a 10% discount when they buy both 

together. 

V. RESEARCH METHODOLOGY 

A. DATA COLLECTION 

A collection of questions was supplied to small business in the form of a Google form, using that database, a 

data set was generated in .csv format and various classification algorithms are applied on this dataset. 

The questionnaire was been generated looking at different surveys and keeping lots of online business points in 

mind. Mainly online based small business entrepreneurs have been targeted as respondent to this questionnaire. 

Almost had received 43 responses through the survey, selling products related to clothing, food or accessories. 

All questions were about business, such as the age range targeted, marketing techniques, product advantages, 
voucher code strategies, advertisements performed, purchase behavior, the influence of unfavorable reviews, 

and company loans. 

The.csv file's data was cleaned up so that it could run successfully, Categorical variables are converted into 
numerical variables also textual data were converted to binary values using Hot Encoding, which generates new 

columns for each of the categories and assigns binary values: 0's or 1's. 

The frequency of Discount offered is the last and target attribute of the dataset. Where, the labels of the 

categories were once per quarter, once a year, once a month. 
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Once the final sorted data file was ready, multiclass classification algorithms are used to predict the frequency 

of discount offered based on the data such as, KNN Algorithm, Decision Tree Algorithm, SVM Algorithm, 

Naïve Bayes Algorithm. Further in the paper these classifiers are explained in detail.  

b. Multiclass Classification algorithms used 

Multiclass classification is a popular problem solving method that falls under supervised machine learning 

category. Given a dataset of m training examples, each of which contains information in the form of various 
features and a label. Each label corresponds to a class, to which the training example belongs. In multiclass 

classification, have a finite set of classes. Each training example also has n features. In a multiclass 

classification, train a classifier using our training data and use this classifier for classifying new examples. 

1) Decision Tree algorithm: 
A decision tree classifier is a method for multiclass classification that is systematic. It asks the dataset a series 

of queries about its attributes/features. A binary tree may be used to depict the decision tree classification 

technique. A query is presented on the root and each of the internal nodes, and the data on that node is further 
separated into individual records with various features. The classes into which the dataset is divided are 

represented by the tree's leaves. Train a decision tree classifier in scikit-learn in the following code snippet. 

2) SVM (Support vector machine) algorithm: 

When the feature vector is high in dimension, SVM (Support vector machine) is an effective classification 
approach. One may define the kernel function in sci-kit learn (here, linear). For more information on kernel 

functions and SVM, see Kernel operator or sci-kit learn and SVM. 

3) KNN or k-nearest neighbors’ algorithm: 
The simplest classification algorithm is KNN, or k-nearest neighbors. This categorization algorithm is not 

affected by the data structure. When a new example is met, the training data's k nearest neighbors are reviewed. 

The Euclidean distance between two samples can be defined as the distance between their feature vectors. The 

class for the encountered case is assumed to be the majority class among the k nearest neighbors. 

4) Naive Bayes algorithm: 

Naive The Bayes classification technique is based on the theorem of Bayes. It is called 'Naive' because it 

implies independence between each pair of characteristics in the data. Let (x1, x2, ..., xn) be a feature vector and 

y be the class label associated with this feature vector. 

VI. ANALYSIS 

A. Descriptive Analysis 
Here is the summary of few questions asked to the businesses. After the collection of data, this raw data was 

converted into visualization, pasted below with other details. 

 
Figure 1: Nature of the product 

. The following pie chart illustrates the result of a survey in which the question was asked to refer what products 
are being sailed the most online. Entrepreneurs are predominantly selling Food (22%) and Clothing (19%), with 

just 3% difference between those two products. Other products have very fine line of competition with 1% or 

2% of scores for each. 

In conclusion, since Food and Clothing products are most popular choices, it is clear that many entrepreneurs 
have businesses and can easily use data analytics to improve the sale of their products more, by predicting 

customer’s behavior 



International Journal of Advance and Innovative Research   
 Volume 9, Issue 2 (VI) April – June 2022  
 

86 

ISSN  2394 - 7780 

 
Figure 2: Age groups of customers 

The above graph shows the result of a survey in which the question was asked to check that online businesses 

are targeting which age group the most. 

From the pie chart it is clear that majority of entrepreneurs prefer targeting teenagers and the working-age 
population which is 15years to 64 years with 97% whereas, just around 3% business prefer age group under 

15years targeting the children and young adolescents. 

In conclusion, the final analysis is that 15-64 years of age groups is the main source of business. 

 
Figure 3: Customer support Team 

The chart illustrates the survey to check how any businesses have customer support team. Form the graph it can 

be seen it’s a close difference of 4% between Yes and No. with Yes at 50% and No at 44.4%. 

In conclusion, the 44.4% of entrepreneurs (not having a support team) should develop a customer support team 

for better business strategies. 

B. Predictive Analysis 
In this analysis, classification algorithms have been used. As, this model is the simplest of the several types of 

predictive analytics model. It puts data in categories based on what it learns from historical data. 

Here will use different multiclass classification methods such as, KNN, Decision trees, SVM, etc. And will 

compare their accuracy on test data. Also, will perform all this with sci-kit learn (Python). 

C. Steps to preform multicalss Classification: 

1. Load dataset from the source. 

2. Split the dataset into “training” and “test” data. 

3. Train Decision tree, SVM, and KNN and Naïve Bayes classifiers on the training data. 

4. Use the above classifiers to predict labels for the test data. 

5. Measure accuracy and visualize classification. 

VII. RESULT AND DISCUSSION 

Various mutliclass classification algorithms are applied on the dataset. The Table 1 shows the percenatge 

accuarcy of the each algorithm. 

Table1: Accuracy of multiclass classifiers 

Accuracy Multiclass Classifier 

78% Decision Tree Algorithm 

85% SVM Classifier 

65% KNN Algorithm 

69% Naïve Bayes Classifier 
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According to the analysis and the output recevied after running the code for each algorithm, SVM Algorithm 

performs the most effective and provides the most accurate data. 

VIII. CONCLUSION 
In the past few years, data analytics has taken a seat from both academic and the e-commerce industry. The 

online business that use data analytics have higher productivity than their competitors. According to this study, 

there are many algorithms used for classification in machine learning but SVM is better than most of the other 

algorithms used as it has a better accuracy in results. 

SVM Classifier in comparison to other classifiers have better computational complexity and even if the number 

of positive and negative examples are not same, SVM can be used as it has the ability to normalize the data or to 

project into the space of the decision boundary separating the two classes. 
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ABSTRACT 

 Along with the development of Internet and technology users in the world, one of the marketing approaches 
that can be use by company to approach customers is digital marketing, while social media and email 

marketing are digital marketing tools that is most suitable for marketing nowadays. Beside of the easiness and 

robustness of social media and email marketing the digital marketing tools that have correlation and effectively 

building customer engagement. A company that can build a good engagement with customers will have a higher 
purchase intention compare with company who do not have a good customer engagement. On the other hand, 

by using digital marketing tools, it will provide several benefits for a company such as easy access to promote 

their product and build relationship with customers, suppress the expenditure, also effecting on the increase of 
sales volume. This study will tell how hashtags will help to grow their business with digital marketing. Survey 

has been done on the small businesses which uses digital marketing as their marketing strategy. Various 

classification algorithms are used in the present study to predict how many hashtags will help them to target 

relatable audiences. It is found that decision tree algorithm performs best among applied classification 

algorithms. 

Keywords: Decision Tree, KNN classifier, Naïve Bayes Classifier,  Support Vector Machine, Digital Marketing 

I. INTRODUCTION 
Digital Marketing is defined as marketing or advertising in each aspect of the internet. It's also called online 

marketing. It's the elevation of products or brands to connect with implicit guests using the internet and other 

forms of digital communication. It's described as advertising on different platforms like social media, websites, 
search engines, emails, etc. With the help of the Digital Marketing business proprietor can get a large niche 

audience and can promote their product at a distinct position at the same moment. Digital marketing can be 

extensively broken into 7 main types including Search Engine Optimization, Pay-per- Click, Social Media 

Marketing, Content Marketing, Email Marketing, Mobile Marketing, Marketing Analytics.  

In 2021, 91.90% of small businesses like Digital Marketing over Traditional Marketing. Small and medium 

enterprises applying digital marketing techniques will have 3.3 times better chances of developing their 

workforce and business. Digital Marketing is more favourable due to its good ROI (Return of Investment). 
Digital Marketing gives good ROI compared to Traditional Marketing. In survey it's estimated that Digital 

Marketing campaign can be done in minimal $12000 in other side Traditional Marketing take $8000 for only set 

up the campaign and $8000 to $10000 for run that campaign. So, Traditional Marketing is expensive for small 

and medium businesses. In Digital Marketing we can reach to more people rather than in Traditional Marketing. 

As shown in figure 1.1, it's visible that costing for 2000 audience reach is$ 1000 in Traditional Marketing but 

on the other hand it'll cost$ 125 in Digital Marketing. Alternate benefit of using Digital Marketing is that people 

now a days spending nearly 10-12 hours on internet out of 24 hours. 

In the world of Marketing or Advertising, engagement is the only success that businesses can get. Business 

owners which selected Digital Marketing over Traditional marketing has higher chance of Engagement due to 

its niche audience and large amount of sample population. In 2019 a survey was conducted regarding which 
strategy small businesses want to choose, 35% of businesses chooses Digital Marketing over Traditional 

Marketing. 23% businesses use both as their marketing strategy and 31% businesses uses only traditional 

marketing. This figure of Digital Marketing will be expected to reach 45% to 48% in 2022. 90% from this 35% 

businesses received good ROI (Return on Investment). It shows that Digital Marketing can give us good result. 
In Digital Marketing, businesses can predict their outcome by seeing things like engagement of audience, reach 

of audience through hashtags, etc. At last, we can say Digital Marketing is more effective compare to 

Traditional Marketing. 
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Figure 1.1 cost for 2000 audience in Digital Marketing vs Traditional Marketing 

II. PROBLEM STATEMENT 

“Many businesses are aware of Digital Marketing but there is lack of knowledge of Digital Marketing” The 
current project aims to give an output to the businesses that can boost their marketing via use of various 

strategies related to Digital Marketing. So, this project will give them a guidance about how they can promote 

their product in the world of Digital Marketing by using various Digital Marketing Strategies. 

III. LITERATURE REVIEW 

In the paper [1] the authors are pointing towards many events in the world which are accompanied by the Hash-

Tag trends on social media. Whole idea behind this is to create such an application that would help in marketing 

of products and services over social media platforms. The technique is known as Social Media Marketing and is 
a sub-set of Digital Media Marketing. The algorithm which they have used is Multi-layer Perceptron (MLP) 

which can be viewed as a logistic regression classifier where the input is first transformed using a learnt non-

linear transformation where this transformation projects the input data into a space where it becomes linearly 

separable. This intermediate layer is referred to as a hidden layer. 

In the paper [2] the authors are trying to determine the impact of digital marketing especially social media and 

email marketing on how the tools give an effect to customer engagement, which will also give an impact to 

purchase intention. They have used the method of Quantitative approach which are used with associative 

method to elaborate the objective of the research, cross sectional is used for time horizon of this research. 

In the paper [3] the authors of this study focus on exploring the Search Engine Optimization from the 

managerial perspective as well as identifying the role and importance of SEO in increasing the profitability of 
firms. It also analyses the present scenario and future scope of Search Engine Optimization in Digital 

Marketing. They have compared the different types of SEO like on page and Off page SEO, mobile vs Desktop 

SEO. 

In the paper [4] the authors are focusing on the selection and adoption of the ML-driven analytical tools by three 

distinct groups: marketing agencies, media companies, and advertisers. They behave used the method of 

Qualitative research, using this method of in-depth interviews, was used to gain insight into the way ML is 

practically used in marketing. 

In the paper [5] authors propose a framework that provides a competitive advantage for an organization’s 

marketing by providing analysts with a visibility into the tag behaviour on their organization’s site in real-time. 

They propose a methodology of providing a framework that provides a competitive advantage for an 
organization’s marketing by providing analysts with a visibility into the tag behaviour on their organization’s 

site in real-time. 

In the paper [6] authors are trying to deal with a new approach that will optimize web technologies for the 
evolution of user trends, and therefore, will be of academic and professional use for marketing managers and 

web solution developers. The Delphi technique was used in this research. This technique is one of the research 

methods used for prospective research. Delphi is a prospective method that is considered suitable for analysing 

opinions made about any topic 
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In the paper [7] authors are proposing to study visually research mapping and research trends in the field of 

digital marketing on an international scale. This study used the methodology of bibliometric techniques with 

secondary data from Scopus. Analyse and visualize data using the VOS Viewer program and the analyse search 

results function on Scopus. 

In the paper [8] authors are setting the goal of the paper to introduce the new technique for the start-ups and 

reduce the effort for offsite SEO and work has classified low competition keywords and generate quicker results 
and revenue. This paper will compare results of content written based on identification of low competition 

keywords given by keywords tools and those which qualify the criteria of low competition by the analysis of 

results generated by all intitle operator. 

IV. RESEARCH METHODOLOGY 

A. DATA COLLECTION 

A google form was created to gather the data in which there were many questions were asked to gather the data 

such as 

 Name and Details of Product? 

 Which social media do you prefer? 

 What would be the best time zone to post your products? 

 What age group of customers are you targeting? 

 Gender of the customer? 

 Number of Hashtag used in post? 

 Which month of year you prefer for this product to market? 

 Has Digital Marketing given you expected result? Or getting boost from it? 

 Any other type of marketing does you prefer if yes, then which? 

The form was distributed to various known small and medium scale business, and also to various clients of 

Digital Marketing service provider firms. 

B. Pre-Processing of Data 

Data collected is cleaned and pre-processed to make it ready to use for ml algorithms and models. Data gathered 

from the google forms was imported to a excel file which was a human readable data but for using ml algorithm 
I was pre-processed to numerical data for that each column was divided into multiple columns and it was 

separated using 1’s and 0’s for example: Which social media do you prefer was the column and the answer were 

Instagram, LinkedIn, Facebook, Twitter. So, the new four column were inserted and the data was divided. The 
target column was how many hashtags are used for predicting the success of digital marketing so it was divided 

into four parts which were labelled as follows. 

1-9 is labelled as one 

10-15 is labelled as two 

16-25 is labelled as three 

26 to 30 is labelled as four 

C. Analysing Different Algorithms 
Different Multiclass Classification Algorithms such as Random Forest, k-Nearest Neighbour, Decision Tree, 

Naive Bayes are analysed to find the best suitable for the data which has been collected. 

Decision tree classifier – A decision tree classifier is a systematic approach for multiclass classification. It 
poses a set of questions to the dataset (related to its attributes/features). The decision tree classification 

algorithm can be visualized on a binary tree. On the root and each of the internal nodes, a question is posed 

and the data on that node is further split into separate records that have different characteristics. The leaves of 

the tree refer to the classes in which the dataset is split. [9] 

SVM (Support vector machine) classifier – SVM training algorithm builds a model that assigns new 

examples to one category or the other, making it a non-probabilistic binary linear classifier (although methods 

such as Platt scaling exist to use SVM in a probabilistic classification setting). SVM maps training examples to 
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points in space so as to maximise the width of the gap between the two categories. New examples are then 

mapped into that same space and predicted to belong to a category based on which side of the gap they fall. [9] 

KNN (k-nearest neighbours) classifier – KNN or k-nearest neighbours is the simplest classification 
algorithm. This classification algorithm does not depend on the structure of the data. Whenever a new 

example is encountered, its k nearest neighbours from the training data are examined. Distance between two 

examples can be the Euclidean distance between their feature vectors. The majority class among the k nearest 

neighbours is taken to be the class for the encountered example. [9] 

Naive Bayes classifier – Naive Bayes classification method is based on Bayes’ theorem. It is termed as 

‘Naive’ because it assumes independence between every pair of features in the data. Let (x1, x2, …, xn) be a 

feature vector and y be the class label corresponding to this feature vector. [9] 

V. ANALYSIS 

The pre-processed data is analysed using four multiclass classification algorithms. These algorithms are 

Decision tree classifier, support vector machine classifier, KNN classifier and Naïve Bayes classifier. The 

procedure of applying these algorithms is as shown in figure 2. 

 
Figure 2: Procedure of applying multi-classifiers 

Steps to preform multicalss Classification 
1. Decision tree, SVM, KNN and Naïve Bayes classifiers, from this one algorithm is selected to get the 

accuracy of the data. 

2. After this package are imported in respect to selected algorithms 

3. Load dataset from the source- The .CSV in which the raw data was preprocessed into numerical form is 

loaded in the program. 

4. Then the range of data values is assigned as per .csv file. X is assigned for all the columns except the target 

column and Y is assigned for the target column only 

5. Then split the dataset into “training set” and “testing set” 

6. Then Measure accuracy and visualize classification. 

VI. RESULTS AND DISCUSSIONS 
Various multiclass classification algorithms are applied on the dataset. The Table 1 shows the percentage 

accuracy of the each algorithm. 

Table1: Accuracy of multiclass classifiers. 

Algorithm Accuracy (%) 

Decision Tree Classifier 78.23 

SVM 65.45 

KNN Classifier 56.89 

Naïve Bayes 61.72 
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According to the analysis and the output received after running the code of each algorithm, Decision Tree 

algorithm perform the most effective and provides the most accurate results. 

VII. CONCLUSION 
Due to increase in digital marketing the requirement of the knowledge of number of hashtags to be used while 

marketing your product on social media. this study will let you identify the number of hashtags to be used 

According to this study, there are many algorithms used for classification in machine learning but Decision Tree 
Classifier is better than most of the other algorithms used as it has a better accuracy in results. Decision Tree 

Classifier is better than other classifiers in this research because it does not require data normalization and 

scaling of data. Also the missing values and sparse data present in the dataset does not affect the outcome of the 

decision tree algorithm. 

There may be more enhancement in future where this study can be extended with increasing number of 

algorithms to train the data. Dataset can be also increased as this study has a minimal data and the number of 

features in the data set can be also improvised. By using large dataset, it may give a better result and accuracy. 
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ABSTRACT 

One of the most difficult machine learning issues is stock price prediction. It is determined by a variety of 

factors that influence variations in supply and demand. With the emergence of artificial intelligence and 
increasing processing power, programmed methods of prediction have shown to be more effective in predicting 

stock prices. We will show and discuss a more practical method for predicting a company's next "n" days closing 

price in this article. The dataset of stock market values from the previous year is the first factor we considered. 

For real-time analysis, the dataset was pre-processed and fine-tuned. As a result, we will concentrate on data 
pre- processing of the raw dataset in our article. Second, after pre-processing the data, we'll look at how Linear 

Regression and Decision Tree Regression were used on the dataset and the results they produced. Stock market 

institutions will benefit greatly from good stock prediction since it will bring real-world solutions to the 

challenges that stock investors encounter. 

Keywords: Machine Learning, Data Pre- processing, Dataset, Stock price, Stock Market. 

I. INTRODUCTION 

The stock market is essentially a collection of different stock buyers and sellers. In general, a stock (also known 
as shares) represents ownership claims on a corporation by a single person or a group of people. A stock market 

forecast is an attempt to predict the future value of the stock market. The prediction is anticipated to be 

accurate, reliable, and time-saving. The system must be designed to work in real-world conditions and should be 
well-suited to them. The system is also supposed to account for all potential influences on the stock's value and 

performance. The method of predicting stock market prices for short time periods appears to be random. Over a 

long period of time, the price of a stock usually forms a linear curve. People like to invest in equities that are 
predicted to rise in value in the near future. People avoid investing in equities because of the stock market's 

instability. As a result, there is a requirement to precisely predict the stock market in a real-world scenario. Time 

series forecasting, technical analysis, machine learning modelling, and predicting the variable stock market are 

some of the strategies used to anticipate the stock market. The stock market prediction model's datasets contain 
information such as the closing price, opening price, data, and a variety of other variables that are required to 

predict the object variable, which is the price on a given day. Linear regression is used in business, science, and 

almost any other industry where predictions and forecasts are important. It aids in the identification of links 
between one or more independent variables and a dependent variable. The term "simple linear regression" refers 

to the use of a feature to predict an outcome. The application of linear regression to stock market forecasting 

seems appealing. These analyses can be implemented in a few lines of code using modern machine learning 
packages such as scikit-learn. A decision tree is a tool that draws a tree structure with various decisions and their 

possible outcomes. It works seamlessly with both continuous and output variable inputs. 

II. LITERATURE SURVEY 

The literature survey is an important aspect in maintaining consistency. It refers to the steps that must be taken 
during the development process. Software development necessitates the legitimacy of resources as well as their 

availability. This section aids in the discovery of previously worked- on content, as well as the application and 

implementation of the same in today's world. The economy and the strength of the product are the most 
important factors in development. The support and resource flow must be monitored and computed once the 

innovation has gone through the building phase. This is also known as the Research phase, and it is here that all 

of the research is incorporated and completed in order to keep the flow going. 

The approaches and established facilities for exploitation, particularly of financial news, social media data, and 
analytical findings, are provided. A prediction model has been developed that employs big data analytical 

capabilities, social media analytics, and machine learning to predict stock market trends on a regular basis. 

A. Survey of Stock Market Prediction Using Machine Learning Approach : 
In the current day, stock market forecasting has become increasingly crucial. Technical analysis is one of the 

strategies used, but such procedures may not always produce reliable results. As a result, it's critical to create 

ways for making more accurate predictions. Generally, investments are made based on projections derived from 
the stock price after taking into account all possible influences. In this case, regression was used as the method 

of choice. Because financial stock exchanges create massive amounts of data at any given time, a significant 
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amount of data must be analysed before a prediction can be formed. Each of the approaches covered under 

regression has its own set of benefits and drawbacks in comparison to its peers. Linear regression was cited as 

one of the remarkable strategies. 

B. Stock Market Prediction: Using Historical Data Analysis 

The stock market forecasting process is fraught with risk and can be influenced by a variety of factors. As a 

result, the stock market has a significant impact on business and finance. The emotional analysis procedure is 
used to perform technical and fundamental analysis. Because of its widespread use, social media data has a 

significant impact and can be useful in anticipating stock market trends. Machine learning algorithms are used to 

do technical analysis on historical stock price data. The strategy usually entails gathering various social media 

data and news in order to derive individual sentiments. Other information, such as past year's stock prices, is 
also taken into account. The relationship between different data points is taken into account, and a prediction is 

generated based on these data points. The model was able to forecast stock prices in the future. 

C. Stock Market Prediction via Multi-Source Multiple Instance Learning 
Predicting the stock market accurately is a difficult undertaking, but the current web has shown to be a valuable 

tool in making it easier. It is possible to extract specific sentiments due to the interconnected style of data, 

making it easier to build links between various variables and generally scope out an investing pattern. Investment 

patterns from multiple firms exhibit signs of similarity, and using these same consistencies amongst data sets is 
the key to accurately predicting the stock market. Stock market information may be successfully anticipated by 

analysing more than just technical historical data, and by employing other tools such as sentiment analyzers to 

derive a crucial link between people's emotions and how they are influenced by certain stock investments.[1] 

D. Machine Learning Approach In Stock Market Prediction : 

The vast majority of stockbrokers used specialised, fundamental, or time series analysis to make their 

predictions. Overall, these methodologies could not be totally trusted, necessitating the development of a solid 
system for financial exchange forecast. The methodology selected to use machine learning and AI, as well as a 

supervised classifier, to achieve the most accurate outcome[2].Prediction stock price used parse records to 

compute the expected, supply it to the user, and perform operations such as purchasing and promoting stocks 

autonomously through the use of the automation concept[3]. The Decision Tree Regression Algorithm and 

Linear Regression were employed.. 

E. DATASET 

The historical data for the StarBucks company has been collected from Yahoo Finance [4]. The dataset includes 
1 year data from 15/12/2020 to 15/12/2021 .The data contains information about the stock such as High, Low, 

Open, Close, Adjacent close and Volume. Only the day-wise closing price of the stock has been extracted. we'll 

be utilizing scikit-learn, csv, NumPy and matplotlib bundles to actualize and picture direct relapse toward the 

mean. 

Open High Low Close 

97.24 97.92 96.86 97.76 

97.42 97.54 96.95 97.01 

97.62 97.86 96.88 96.88 

97.51 98.72 98.3 98.3 

98.5 98.54 97.94 98.2 
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III. RESEARCH METHODOLOGY 

A. REGRESSION  

Regression is a method of forecasting that models the connection between a dependent variable and 
independent variables. It is essentially a mathematical approach to determining the relationship between 

variables. In machine learning, this is frequently used to predict the outcome of an incident based on the 

relationship between variables acquired from the data-set. One type of regression used in Machine Learning is 

statistical regression. 

B. Linear Regression Algorithm  

Linear Regression is a supervised learning-based machine learning technique. It carries out a regression analysis. 

On the basis of independent variables, regression models a goal prediction value. It is mostly used to determine 
the link between variables and predicting. Different regression models differ in terms of the type of relationship 

they evaluate between dependent and independent variables, as well as the amount of independent variables they 

utilise. 

For visualisation, we shall use Stock Charts. Stock charts are one of the most important financial graphs because 

they allow investors to follow markets, calculate gains and losses, and make purchasing and selling choices. 

While a number of graphs are used to show market fluctuations, the most popular is most likely the simple line 

graph transformed into a histogram. The lines simply show changes in the value of a certain stock or the whole 
market over time. By converting the line graph into a stacked area chart or simply utilising numerous lines of 

varying colours, multiple stocks can be tracked and compared at the same time. 

C. Decision Tree Algorithm 
It's a tree-structured classifier with three different kinds of nodes. The Root Node is the starting node that 

represents the full sample and can be subsequently subdivided into nodes. The features of a data collection are 

represented by the interior nodes, while the decision rules are represented by the branches. Finally, the outcome 

is represented by the Leaf Nodes. This method is quite beneficial for dealing with decision-making issues. 

A specific data point is traversed through the entire tree by answering True/False questions until it reaches the 

leaf node. The final prediction is the average of the dependent variable's value in that specific leaf node. The 

Tree is able to forecast a suitable value for the data point after several rounds. 

Decision trees have the advantage of being simple to grasp, requiring minimal data cleaning, non-linearity having 

no effect on model performance, and having a small number of hyper-parameters to modify. 

We will walk through the implementation of Decision Tree Regression in this article, in which we will predict the 

price of a company's stock for "n" days. 
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V. EXPERIMENTAL RESULTS 

The csv file contains the raw data based on which we are going to publish our findings. There are seven columns 

or seven attributes that describe the rise and fall in stock prices. Some of these attributes are (1) HIGH, which 
describes the highest value the stock had in previous year. (2) LOW, is quite the contrary to HIGH and resembles 

the lowest value the stock had in previous year (3) OPEN is the value of the stock at the very beginning of the 

trading day, and (4) 'CLOSE' stands for the price at which the stock is valued before the trading day closes. There 
are other attributes such as 'DATE', 'OPEN','HIGH', 'LOW','CLOSE' and VALUE, but the above mentioned four 

play a very crucial role in our findings attributes. 

 

This is a pictorial representation of the data present in our csv file. This particular file contains 254 such 

records. There are more than ten different trading codes available in the dataset and some of the records do not 

have relevant information that can help us train the machine, so the logical step is to process the raw data. Thus 

we obtain a more refined dataset which can now be used to train the machine. 

 

This is the result of using the head(). Since we are using the pandas library to analyse the data, it returns the first 

five rows. Here five is the default value of the number of rows it returns unless stated otherwise. 

 

we want only "Close" column , so we had printed all Close values as follows with index numbers. 

 
Fig 4: Stock Price Prediction Model 
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This is a plot generated on basis of original stock prices using the "matplotlib.pyplot" library. The plot is of the 

attributes "Days" vs "Close Price USD ($)". This is to show the trend of closing price of stock as time varies 

over a span of one year. 

 
Fig 5 Stock Price Prediction Model (Linear Regression) 

This is a plot generated on basis of predicted values of stock using Linear Regression from using the 
"matplotlib.pyplot" library. The plot is of the attributes "Days" vs "Close Price USD ($)". This is to show the 

trend of closing price of stock as time varies over a span of one year. 

 
Fig 5 Stock Price Prediction Model (Decision Tree Regression) 

This is a plot generated on basis of predicted values of stock using Decision Tree Regression from using the 

"matplotlib.pyplot" library. The plot is of the attributes "Close Price USD ($)" vs "Days". This is to show the 

trend of closing price of stock as time varies over a span of one year. 

VI. CONCLUSION 

The Machine learning has several wonderful applications, and it is still a very popular technique that is heavily 

reliant on data, even though it has grown in the future into a neural network and deep learning. Determining 
stock market returns is a tough challenge since stock values are constantly changing and are based on various 

criteria that produce complex patterns. The historical dataset accessible on the company's website includes only 

a few variables such as high, low, open, close, adjacent close value of stock prices, volume of shares traded, and 

so on, which are insufficient. 

The purpose of this paper is to anticipate stock market prices using machine learning. There are other 

approaches to accomplish stock price prediction, however only two regression algorithms were used. The 

primary goal of this work is to employ a machine learning algorithm. For stock price prediction, Linear 
Regression and Decision Tree Regression have been used. The results show that Linear Regression has higher 

accuracy for both small and large datasets. Decision Tree Regression, on either side, conveys the weak prediction 

price considering the size of the dataset. 

VII. FUTURE ENHANCEMENT 

Future scope of this project will involve adding more parameters and factors like the financial ratios, multiple 

instances, etc. The more the parameters are taken into account more will be the accuracy. The algorithms can 
also be applied for analyzing the contents of public comments and thus determine 

patterns/relationships between the customer and the corporate employee. The use of traditional algorithms and 

data mining techniques can also help predict the corporation's performance structure as a whole. 
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ABSTRACT 
The concept of the Internet of Things (IoT), everyday devices are becoming smart, and off-line. This vision is 

becoming a reality, thanks to the advancement in technology, there are still many challenges that need to be 
addressed, particularly in the areas of safety and security, such as the reliability of the data. Given the expected 

development of the Internet of Things in the years to come, it is necessary to ensure that the credibility of such a 

large incoming source of information. Blockchain has become a key technology that will change the way in 

which the information is to be exchanged. Building trust in distributed environments without the need for the 
government there is a technological development that can be a lot of change in the industry, including IoT. With 

innovative technologies such as big data and cloud computing services will be used by the IoT to overcome its 

limitations, since its inception, and we think blockchain will be one of them. This article focuses on the 
Blockchain Architecture and the SWOT (Strength, Weakness, Opportunity, and Threats) Analysis of Blockchain 

Applications. 

I. INTRODUCTION 

The Internet of Things (IoT) system is a complex area where many organizations and devices meet. The current 
system relies on reliability, internally a model that supports interaction due to the diversity of multiple cloud 

configurations and devices. And the security system for the current infrastructure is limited only to anonymous 

security leaving many entry/exit points at risk IoT applications. Given the involvement of many stakeholders in 
IoT, it is important to build trust, prevention, low- level and collaborative systems to create IoT systems that 

work. Therefore, the need to exploit the blockchain's nature Features are evident in the future of IoT 

infrastructure. 

II. PURPOSE OR OBJECTIVES 

This Research paper focuses on the Blockchain architecture, the distribution is working in a very complex 

manner, with each block that distributes the data across the network. A database of all the systems that are 

configured with the same details, rules, and terms, so it is referred to as a shared condition. The operation of this 
architecture to work on three main factors: decentralization, liability, and protection. Also, this research 

includes the S.W.O.T Analysis of blockchain applications with all security aspects. The research is based on 

secondary data, collected through various books, business magazines, journals, newspapers, research, online 

research, websites, etc., 

III. LITERATURE REVIEW 

[1] Through cloud-based development, blockchain technology has provided a mechanism to digitize all of our 
actions. Blockchain is rapidly evolving to be the next disruptive innovation for safe connectivity. It is a 

complicated technology that encapsulated an inventive and powerful ambition to build a comprehensive answer 

to internet security. [2] The purpose of this article is to examine the positive and negative aspects that arise when 

developing Industry 4.0 apps employing blockchain and smart contracts This study also provides a 
comprehensive overview of the most relevant blockchain-based applications for Industry technologies. As a 

result, its goal is to give a comprehensive roadmap for future industry developers to determine how blockchain 

might improve the next generation of cyber-secure industrial systems. [3] We take a close look at current 
blockchain applications in Industry 4.0 and IIoT settings. We present current research trends in each of the 

major industrial sectors, as well as successful commercial blockchain implementations in these sectors. We also 

go into the various challenges that each industry faces when it comes to implementing blockchain. We also look 

at new application possibilities for blockchain technology in Industry 4.0, as well as some of the existing 
challenges. We believe that our findings pave the way for more empowering and accessible research in this 

area, as well as aiding decision- makers in the adoption and investment of blockchain in the Industry 4.0 and 

IIoT fields. Malik et al. [4] presented a permissions blockchain system that employed a three-tier architecture to 
assure data availability to consumers and was governed by a food supply chain consortium that included 

government and regulatory organisations.[5] Furthermore, Ye et al. verified that supply chain data is visible, 

traceable, and irreversible, as well as considering classified data encryption security, allowing businesses to 
share data without revealing sensitive information [6] Traditional supply chain processes are rapidly being 

infiltrated by blockchain technology. Maersk, for example, formed a cross-professional chain alliance by 

bringing together joint insurance institutions, blockchain businesses, and other stakeholders to build the world's 
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first blockchain platform for maritime insurance. [7] The blockchain, which is at the heart of Bitcoin, has 

recently gotten a lot of attention. Blockchain acts as an immutable ledger that enables decentralized transactions. 

Manner. Blockchain-based applications are aplenty, spanning a wide range of topics. Several industries, 
including financial services and reputation management, as well as the Internet of Things (IoT). However, a 

number of difficulties with blockchain technology, including as scalability and security concerns, must be 

addressed. 

IV. Blockchain Architecture 

Blockchain, like a traditional public ledger, is made up of blocks that each include a full list of transaction data.A 

block has just one parent block if the block header contains a preceding block hash. The hashes of uncle blocks 

(children of the block's ancestors) would also be preserved in the Ethereum network. In a blockchain with no 

parent blocks, the genesis block is the first block. The internals of blockchain are then thoroughly discussed. 

 
Fig. 1: An example of blockchain 

The Blockchain Architecture is made up of essential components. They are as follows: 

Node: In the blockchain architecture, a node is a user/computer. Each node maintains its own copy of the 

blockchain ledger. 

Transaction: A transaction, which refers to the records and information stored in the block, is the smallest 

building block of a blockchain system. 

Block: A block is a data structure that stores/records a collection of transactions before being shared 

(distributed) among all network nodes. 

Chain: A chain is a collection of blocks that are arranged in a specific order. 

Miners: Miners are the individual nodes that validate blocks before adding them to the blockchain structure. 

Consensus Algorithm: When performing blockchain activities, it is a set of rules and processes that must be 

followed to the letter. 

a) BLOCK 

 
Fig. 2: Block Structure 

(i) Block version: specifies which set of block validation criteria should be applied. 

(ii) Merkle tree root hash: the sum of all transactions in the block's hash value. 

(iii) Timestamp: from January 1, 1970, the current time has been expressed in seconds in universal time. 

(iv) NBits: a valid block hash's goal threshold. 

(v) NOnce: a 4-byte field that starts at 0 and rises with each hash computation. 

(vi) Parent Block: A 256-bit hash value that points to the previous block is called the parent block hash. 
The block body is made up of a transaction counter and transactions. The block size and transaction size 

define the maximum number of transactions that may be contained in a block. Blockchain uses an 

asymmetric cryptographic method to verify transaction authenticity. A digital signature based    on    

asymmetric    cryptography is employed in an untrustworthy environment. 
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b) DIGITAL SIGNATURE 

Each user has a pair of private and public keys. A private key is used to sign the transactions, which must be 

kept secret. The digitally signed transactions are broadcast throughout the network. The signing phase and the 
verification phase are the two steps of a typical digital signature. User Alice, for example, wishes to send a 

message to user Bob. (1) During the signature step, Alice encrypts her data with her private key and sends both 

the encrypted and original data to Bob. (2) In the verification phase, Bob validates the value using Alice's public 

key. Bob could simply inspect the data to see whether it had been tampered with in this way. 

c) Characteristics of Blockchain Architecture 

Data encryption: The blockchain architecture ensures that all transactions have the highest level of trust, 

validation, and verification for all parties. 

Tamper-proof: No record can be tampered with because of the transparency. 

Traceable to source of origin: Any transaction may be easily traced back to its source of origin because every 

step of the process is meticulously tracked within the system. 

Anonymity: Each node or user has a self- generated address that protects the participant's true identity in the 

blockchain system. 

Transparency: Blockchain eliminates any opportunities or dangers of corruption of the architecture and 
weakening the highly influential computation by the systems involved due to its pure transparency and see-

through procedures. 

d) About Blockchain systems 
In a public blockchain, all records are visible to the public, and anybody may participate in the consensus 

process. In contrast, a consortium blockchain allows just a small number of pre-selected nodes to participate in 

the consensus process. Only   nodes from a single organisation can participate in a private blockchain. 

The firm would be allowed to take part in the consensus-building process. A private blockchain is classified as a 

centralised network since it is entirely controlled by one firm. The consortium blockchain developed by 

multiple companies is partially decentralised since only a small number of nodes will be chosen to decide the 

consensus. 

V. Blockchain Application and its S.W.O.T Analysis 

1. Cryptocurrency 

The financial sector, particularly in the sphere of One of the most active areas of blockchain is cryptocurrency. 
Since the first carrier bitcoin was added to the blockchain, a variety other cryptocurrencies have emerged. 

Bitcoin's anonymity, verifiability, decentralisation, and consensus mechanisms have made it a popular 

cryptocurrency its value has skyrocketed to an incredible $6,300 per BTC. Simultaneously, new coins with 
enhanced characteristics have arisen, forming the current thriving cryptocurrency market. Ethereum One of these 

was, which released a public blockchain platform in 2015 on which smart contracts could be deployed. 

Blockchain technology is currently being utilised in a wider range of commercial applications, such as contract 

processing, thanks to the emergence of contracts. 

S.W.O.T Analysis of using Blockchain for Cryptocurrency 

 
 

 

Strength 

It is impossible to track or steal cryptocurrency. 
Between the sender and the receiver, Bitcoin uses a blockchain (a peer-to-peer) 

network. There are only these two parties engaged. It differs from any other mode of 

currency transfer that includes a third party, such as a bank. Bitcoin transactions do 
not allow for the use of an intermediary. Bitcoin is a tax-free money since that pesky 

third party does not exist. Bitcoin is not regulated or controlled by the government. 

 

 
Weakness 

Slow transactions and a loss of accessibility are crippling. Transactions on 

Bitcoin aren't as quick as they were a few years ago. One of the disadvantages of 
Blockchain is that the more individuals that utilize it, the slower transactions 

become. 

The blocks essentially grow in size as the system is used more. Making the entire 
process clumsy and time-consuming. 
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Opportunities 
Data safety from being breached 

Brands like Facebook and Wells Fargo are notorious for data breaches involving 

user information. 
The blockchain is a fantastic technology with a lot of potential. Data 

such as criminal histories, birth certificates, and public records may be kept secret 

using the blocks. It has the potential to pave the road for unbreakable encryption. 

For data protection, that is something that the general public is trending toward. 

 

 

Threat 

The anonymity in the midst of governments and banks Anonymous purchasing 

can be hazardous in the wrong hands. Criminals will be drawn to the transaction 

since it is untraceable. Because the more people who accept Bitcoin, the more likely 
it will be utilized for criminal purposes. After all, it will be an issue for the 

government or law enforcement. 

2. Internet of Things 

All interactions are recorded on the blockchain, which allows for an immutable record of transactions. This 
technique ensures that all chosen interactions are traceable because their data can be searched in the blockchain, 

and it also increases IoT device autonomy. Slock is an example of an IoT application that aims to trade or rent. It 

may be able to use this strategy to supply 

their services. Nonetheless, documenting all interactions in blockchain would necessitate an increase in 

bandwidth and data, which is one of blockchain's well- known problems. All IoT data linked with these 

transactions, on the other hand, should be recorded in blockchain. 

S.W.O.T Analysis of using Blockchain for Internet of Things (IOT) 

 

 
Strength 

No Centralized Network: The decentralized network of Blockchain is the 

most essential feature that makes it a good IoT security solution. 
Extendable Database: Because of the large number of nodes in a network, a 

large amount of data may be stored. 

 

 
Weakness 

Compromise of Data is a Possibility: Because it is not completely 

impenetrable, blockchain is not a perfect security solution. 
Massive Processing Power is Required: It is critical that the nodes have 

enough processing power and time to design and run encryption algorithms. 

 
 

Opportunities 

Secure Communication amongst IoT Devices: The Internet of Things can 
benefit from secure communication in an IoT-powered network by leveraging 

the capabilities of Blockchain technology. After all, Blockchain technology 

would treat communication as a transaction, ensuring its integrity in the same 

way that it would a transaction. 

 

Threat 

Tax Issues: While Blockchain has many advantages in the IoT environment, 

fully implementing the technology will be difficult and time-consuming. For 

example, there are legal concerns that must be addressed prior to the 
technology's cross-border adoption. 

3. Healthcare 

As new business cases develop, Blockchains are also attracting interest from the healthcare industry. 

Disintermediation, transparency, auditability, industry collaboration, and new business models are all examples 
of new business models are all features of the blockchain that healthcare businesses are interested in. The 

dispersion of medical records induced by transfers between medical facilities has become a major issue. 

.                       S.W.O.T Analysis of using Blockchain for Healthcare 
 

Strength Efficiency in terms of costs 

Rapid access to medical information  

Distribute information that is temper-proof 
 

Weakness System providers have a smaller number of software options. 
There isn't much scalability. 

A lack of large-scale storage capacity 
 
 

Opportunities 

Lowering the risk of fraud and improving the medical supply 
chain 

Beneficiaries have more control over their personal information. 
In the healthcare industry, there is a lot of potential for entrepreneurs 

and forged partnerships. 
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Data anonymity will aid medical research. 
 

Threat 
Technology's hesitant societal adoption 

There is no standardization To utilize blockchain for sensitive data, 
there are cultural and trust concerns. 

4. BANKING 

Traditional securities are giving way to high-tech securities in the banking business. Industry has begun to 
experiment with blockchain by recreating current asset transactions on the blockchain. This does, however, 

allow some room for the blockchain solution to succeed. The main advantages of Blockchain technology in the 

banking business are that it enhances efficiency, security, and transparency, which offers immutable records, 

enables 

The blockchain offers the possibility of creating a platform for secure recording. Integrating highly fragmented 

healthcare information with the blockchain can provide a means to track personal health records. Access to 
medical records, on the other hand, raises ethical concerns. laying the groundwork for a high-integrity tracking 

capability is a big difficulty with this type of application 

for quicker transaction times, and reduces costs by removing the requirement for third-party involvement. The 

unchangeable transaction history is one of the most important characteristics of blockchain. 

Any purchases that have already been made are final and cannot be reversed. Many crimes against financial 

institutions will be reduced as a result of this. Contracting parties agree to deal with one another. 

S.W.O.T Analysis of using Blockchain for Banking 

 

 

Strength 

Efficiency in Operations 

Makes it easy to share information about specific products or trades. There are 

no more documents to be forwarded along. Everything can now be recorded 
on the blockchain. 

Encryption and data storage that is tamper-proof 

Removes the central authority that has complete control over the data. 

 

 

 

Weakness 

Business rules change on a regular basis, but blockchain does not. The 

majority of blockchains aren't modular. It is difficult to replace an obsolete 

encryption module. 

What if business regulations change and we need to export data to a new 
blockchain with updated data models? A blockchain does not provide an 

immediate escape plan out of the box. 

Existing approaches to regulatory compliance may be in contradiction. 

 

 

Opportunities 

Provides a Big Data and analytic research platform. 

Returns control to the user; for example, rather than Google and Facebook 

using your data, you can choose who has access to it. The blockchain will 

store all of these permits. 
As the world becomes more digital, more individuals will accept blockchain 

as a reality in their daily lives. 

 

 

Threat 

The problem of scalability is that there are too many transactions (overload), 
despite the fact that there are various solutions available. Mining pools and 

big mining farms are examples of unwelcome centralization. 

Quantum computers have the power to decode data (in the future). In a fast-

changing environment, there is a lot of hype. 
Mining and hacking attacks are always a possibility. 

VI. CONCLUSION 

With blockchain promising solutions, this is about to change. for dealing with both concerns about security and 
integrity In this article, we reviewed the most recent studies on the usage of blockchain technology in a number 

of industries. We also investigated a number of commercial implementations of To provide an abstract, 

blockchain will be used in Industry 4.0 and IIoT. In practise, this is a metric of adoption. Blockchains have 

sparked a lot of attention around the world. In this paper, we examine the use of blockchain in a variety of 

fields, including cryptocurrencies, healthcare, Banking and Internet of things uses are all possibilities. 

Our research article presents a for anyone interested in blockchains, this is a timely summary. Furthermore, the 

discussion will encourage blockchain uses in a wider range of fields. We also talked about the obstacles that 
each of these industries is facing when it comes to utilising blockchain. While several blockchain initiatives 
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have developed in recent years, blockchain research is still in its early stages. In order for blockchain to be 

totally useful and adaptable, more industry-oriented research needs be done to solve some of these concerns, 

including personal data. Security, block data scalability, data confidentiality and privacy of participating 

organisations, blockchain integration and adoption costs, and regulatory compliance are all factors to consider. 
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ABSTRACT 
 In the past decade and during the covid-19 pandemic, it was been observed through websites and news that 

there was a huge rise in cybercrimes. Criminals are taking undue advantage of pandemic and are attacking the 

network systems, computer systems of individual which has given rise to cyber-attacks. A widespread of 
coronavirus across the globe has been a boon to all the attackers and through this, it has been easy for them to 

access the vital information of the users, individuals and organizations. Many malicious attacks have increased 

and many organizations have faced tremendous financial loss. This review focuses on how covid-19 pandemic 
has increased the rate of cyber-attacks and cybercrimes across the globe and why there is a need to establish 

enterprise risk management plan, strategies and how the value and importance of cyber insurance in covid-19 

pandemic has increased. 

Keywords: Cyber-attacks, cybercrimes, risk management, pandemic, covid-19, cyber insurance 

I. INTRODUCTION 

The covid-19 pandemic has brought the significant changes in the world and in everybody’s personal and 

professional life. Due to the pandemic, it is clearly evident, that the high number of cyber-attacks has majorly 
disrupted all the services and sectors, thereby affecting all the business organizations and firms all over the 

world. We as humans are increasing our expectations from machines to be smarter, smaller, portable, faster, and 

efficient and make our day to day work easier. 

Covid-19 has drastically changed whole scenario for the working of organizations, schools, hygiene habits etc. 

It was seen since last march, 2020 in India that all the organizations, schools, colleges, offices are providing the 

service of work from home (WFH), schools and colleges are using online education approach. The major rise in 

cyber-crimes and cyber-attacks is because of the work from home (WFH) services. All the employees are 
working from home today during this crisis. Because of work from home services, cyber-attacks have resulted 

in damage of financial loss, service disruption, fetching the vital credentials etc. All the data was safe and was 

on secure VPN connection before the pre-corona period but as organizations and all the firms have moved away 
from their physical organization space there has been a huge rise in cyber-attacks. This has affected all the 

sectors such as IT, HR, Finance, Marketing, Supply change management and so on. Attackers and criminals are 

using new techniques as it is easy for them to fetch the data through Wi-Fi, hotspot network lines which are 

used by everyone while working on the remote session. 

Many organizations have been victims of cyber-attacks in pandemic. Some of them have recovered themselves 

from the attack whereas some have planned and implemented a risk assessment and mitigation strategy on 

remote access. 

II. LITERATURE REVIEW 

The following is the literature review on rising cybercrimes in last decade and in pandemic period: 

Cassim F. [1] had mentioned in the year 2009 in the article formulating specialized legislation to address the 
growing spectre of cyber crime: A comparative study author looks at the cyber legislation formulated to address 

cybercrime in the United States of America, The United Kingdom, Australia, India, The gulf Countries and 

South Africa. Susheel B and Durgesh P [2] described in their paper about the Study of Indian Banks Websites 

for Cyber Crime Safety Mechanism that security plays a vital role in implementation of technology specially in 
banking sector. Ambika Choudhary, [3] a technical journalist had mentioned in her blog the top ransomware 

attacks of cybersecurity in the year 2020 that shook the internet. The following are the majorly known 

ransomware attacks: 

 Cognizant Ransomware Attack 

 University of California San Francisco (UCSF) Ransomware Attack 

 Canon Attack 
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 Carnival Corporation Suffers Ransomware Attack 

 Magellan Health Ransomware Attack 

 Communications & Power Industries (CPI) Ransomware Attack 

 Baltimore County Public Schools Attack 

Victim Firm 
Month/ 

Date 
Data Loss/Data Breach Cost for Remediation 

Cognizant April Network Connection line $50 to $70 Million 

UCSF June Attack occurred in a limited part of the 

UCSF School of Medicine’s IT 
environment. 

$1.14 Million 

Canon Attack June Stole the data from the company servers. --- 

Carnival Corporation August Unauthorised third party gained access to 

certain personal information. 

Approx. $2.10 Million 

Magellan Health April Data breach, Hacker got access to health 
plan’s servers. 

$1.7 Million 

Communications & 

Power Industries (CPI) 

January A domain admin clicked on a malicious 

link while they were logged in that 

immediately triggered the file-encrypting 
malware 

Ransom of $500,000 

was paid. 

Baltimore County 

Public Schools Attack 

November All pupils learning remotely because of 

the pandemic could suddenly no longer 

access lessons due to attack. 

--- 

Fig. 1. Ransomware attacks in year 2020 

Apart from the ransomware attacks, many organizations have faced a phishing attack and one of the famous and 

majorly known phishing attack was of NDTV journalist Nidhi Razdan [4] who had tweeted on 15th January, 

2021 describing for being the major target of a very serious phishing attack and had learnt that the offer she had 
got from Harvard University of Massachusetts was fake and an attacker had taken advantage of covid-19 

pandemic. It was also stated that by Nidhi Razdan that, “After hearing from the university, I have learnt that I 

have been victim of a sophisticated and coordinated phishing attack. I did not receive an offer by Harvard 
University to join their faculty as an associate professor of journalism.” As mentioned in one of the articles of 

outlook magazine[14] it was said that India’s cyber security agency, CERT-In warned that the cyber attackers 

were targeting the banking customers using a phishing attack in order to get track of the sensitive information 
such as mobile number, OTP, internet banking credentials etc. A unique web application, ngrok platform was 

used for carrying out the malicious activities. Users were attacked by receiving a SMS containing the malicious 

link which ended with ngrok.io/xxxbank. After clicking on this link, the attacker generated an OTP which user 

entered on his device thus by attacker gaining the access to user’s device and performing fraudulent activities. 

III. METHODOLGY 

As observed through newspaper and websites, covid-19 pandemic has forced everyone to adopt the technique of 

working from home and thereby shifting from office environment and secured LAN connection network to 
home Wi-Fi, hotspot etc.  This has given a massive increase in number of cyber security crimes. The research 

methodology indicates about the increase in rise of cyber-attacks and how it has affected the individuals across 

the globe. [5] As covid-19 virus is increasing day by day, attackers are using different malwares and new 
techniques to steal the credentials of the customers. A coronavirus tracker website or links are created by 

hackers to spread the malware and also phishing emails are being sent to people related to covid-19 information. 

Cybercrimes are constantly evolving and increasing challenges for all the business organizations today. 

According to research, some of the cybercriminals are posing as government entities providing financial aid 
those who are in need. Such type of a phishing attacks has increased in this crisis period. A typical phishing 

attack begins with inappropriate mails and once the user access or open the mail, the whole data gets transferred 

on criminal’s platform. The confused or not so educated users about cyber-crimes may click on the email link 
and becomes a victim of phishing attack. It was also observed that most of the victims of ransomware attacks 

spend a lot of money for investigating the attack. The main reasons for the rise of cybercrimes in covid-19 

pandemic are as follows: 
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 Shared connection network (Home WIFI) 

 Portable device such as dongle which may not have secured connection line. 

 Using the mobile hotspot. (Many times it is observed we get a message while connecting to hotspot like. 
“Network provider might get to know the content you share” ) 

 Hostel or People living in PG’s might share a same network connection who works for different 
organization. 

 No proper LAN network connection which is established in office areas. 

Cybercrimes will also rise in second half of 2021 as even today, WFH, Online schooling techniques are used 

because of massive rise in corona virus. In order to secure the data and information from cyber criminals the 

following measures are to be adopted by everyone which are as follows: 

 Avoid clicking on unknown links appearing in the inbox section 

 Do not use any social media applications on laptops and completely avoid usage of it on organization’s 
laptop. 

 Firms/Organizations should carry out the Information Security awareness Training every quarter to inform 
all the employees about the cybercrimes. 

 Do not share or submit any password through google forms. 

[6]World Health Organization (WHO) is aware of suspicious emails and phishing attacks and attackers/hackers 
are taking advantage of covid-19 pandemic. The emails contain the details related to WHO and appear to be 

from the same organization. The email ask to give the sensitive credentials of the users, click a malicious 

email link which can fetch the passwords and username when a link is clicked or open an attachment which 

is attached to that particular phishing email. 

Cyber criminals use the phishing attack technique to control the people’s devices and access their data and vital 

information, which could lead to draining of bank balance in a bank account said by an official spokesperson of 

the [11]Punjab Bureau of Investigation. 

Disruption of services in the organization has led to a negative impact on the companies due to attacks which 

have occurred in pandemic. [8]AZORult was used to download ransomware programs All the attackers are 

taking the coronavirus pandemic as an advantage to attack the personal data from health related sections to 

global shipping industry, economic as well as secondary section. 

A. Risk Management Framework 

Risk management is a process which helps an organization to identify risk, categorize the risk as per risk matrix 
(severity and impact) and helps to mitigate the risk. As attackers have taken huge advantage of covid-19 

pandemic, establishing an enterprise risk management plan and implementing it has equally become an utmost 

need for all the organization. It is a vital process for all the business as it increases the revenue and prevents 
financial losses which are occurred by risk. Implementing an effective risk management plan in firm improves 

and increases the success rate and opportunities and minimizes cyber threats. 

The requirement of risk management is necessary as it will help to secure the information and data and if it gets 

in contact with any threat then it will not affect the organization’s data. The risk-informed strategy refers to the 
treatment of risk avoidance, reduction, transfer and retention  using risk assessments in an absolute or relative 

way. [10]A risk can be defined in the following was: 

 An occurrence of an unfortunate situation. 

 Exposure of some part of organization’s data to the hacker 

 Identification of a negative event through phishing emails. 

 The repercussions of an unwanted activity and associated uncertainties with it. 

 Probability of an activity which is unavoidable. 

 Identify suspicious pop-ups and reporting a slower than normal network. 

 Noting of unusual password activity which mentions that your password has been changed. 

 Encryption of files by blocking the access of the owner. 

 Owner’s contacts letting the owner know that they have received strange messages and emails from the 

owner. 
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Fig. 2. Risk Management Framework 

A risk management framework consists of 5 major factors which are as follows: 

1. Identification of Risk: To identify potential risk and is one of the critical steps in risk management 

framework. 

2. Risk Assessment: Assessing the risk with its severity level and impact it has made to an asset of a firm.  

3. Response plan / Strategy: Planning and creating a cyber strategy or plan to deal with the unwanted risk. 

4. Risk Mitigation: Implementation of risk management plan helps an organization to mitigate the risk in a 

correct way. 

5. Monitoring Performance: To monitor the performance of an organization post cyber-attack incident. 

Risk analysis is defined as a function of impact and likelihood. These are the factors which help an organization 

to measure and analysis the impact risk has made and what is the severity of the risk. Documentation of a risk 

matrix is necessary in order to mitigate the risk and monitor the performance of the systems after mitigation 
process. It helps to respond to the questions like how soon can we mitigate the risk, how much time is taken to 

recover from the damage, how much downtime is tolerated by the system etc. A risk control matrix has different 

type of scales which are useful for the interpretation of the risk. It is also useful in prioritizing the risk such as 

high, medium or low. 

 
Fig. 3. Risk Control Matrix (3x3 matrix) 

Risk environment in every organization is different and unique which completely depends on various factors 
such as type of the business, size, policies and procedures and rules and regulations. Risk environment of an 

organization can be better understood with the help of risk control matrix. Each and every organization should 

build and document a risk management policy and procedure which can help an organization to understand the 

risk in a better way.[7] 
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Problem Statement of Risk Risk Rating Observation and control description Control Decision 

Unauthorized access to the 

emails and data 
High 

Define access rights and access control 

matrix & policy 
Preventive 

Fig. 4. Risk matrix observation table 

Defining and documenting a cyber crisis management plan (CCMP) also helps an organization to mitigate the 

risk in an efficient and effective manner. 

[12] A cyber crisis management plan clearly defines the roles and responsibilities of all the employees in an 
organization. When a cyber incident occurs, communication team plays a pivotal role during the crisis along 

with CEO of the organization. An email has to be send by the IT service team/IT Service HelpDesk to all the 

employees of the company spreading awareness about the occurrence of cyber incident. 

B. Need for Cyber Insurance 
Cyber insurance or cyber liability insurance is created to help organizations to reduce the financial risk which is 

associated with the online business and transactions. Financial loss caused by ransomware, distributed denial-

of-service (DDoS)[13], malware attacks can be retrieved with the help of insurance. Cyber liability coverage 
helps with cost associated with remediation and communication, costs incurred due to incident, costs associated 

with lawsuits, legal fines and cost related to response and recovery process. It is considered as the cyber-risk 

mitigation measure and is becoming popular amidst the pandemic. The rise of coronavirus identified the need 
that enterprises must increase corporate resilience and help ensure community well-being by embracing virtual 

collaboration tools and practices. 

Business organization that create, store and manage electronic data online, such as users credentials, customer 

contacts, passwords, customer sales, PII and credit card numbers have utmost need of cyber insurance as loss. 
Industries such as finance and healthcare needs cyber insurance as those are most commonly target by cyber 

criminals and hackers. If the organization is bigger in size then there are high chances of risk and it stands to 

reason that there is requirement of wider scope of coverage (larger the size of an organization, the bigger the 
risk). Therefore, having cyber insurance in place is extremely vital as it helps to recover the loss caused by 

cybercrimes. 

IV. CONCLUSION 

As cybercrimes are increasing day by day, the systematic study shows that people across the globe are unaware 
about the rising cyber-attacks and the consequences they have to face in case of a breach. It is necessary to 

educate all departments of the company about rising cybercrimes and how to prevent it by conducting cyber 

crisis management seminars and plans. It is vital to develop a cyber risk framework in order to mitigate the risk. 
People should avoid clicking on malicious links as it can directly access the credentials and other vital 

information of the user. Further study will focus on reviewing the techniques to improve the robustness of the 

system and a systematic review to bolster the cybersecurity framework. 
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ABSTRACT  

 The leading cause of death in the world is heart disease. Many advanced technologies are used to treat heart 

disease. The most common problem in medical centres is that many medical staff members don't have equal 
knowledge and expertise to treat their patients, so they deduce their own decisions, which result in poor 

outcomes and sometimes fatalities. It is now possible to use machine learning algorithms and data mining 

techniques to automatically diagnose heart disease in hospitals, which plays a crucial role in overcoming these 

problems. Various health parameters can be analysed to predict heart disease. Different algorithms are 
available for predicting heart disease. In the present study decision tree algorithm is used for predicting the 

possibility of heart disease based on patient’s health condition. 

Keywords: Heart disease, prediction, Decision tree, Naive Bayes classifier, data analysis. 

I. INTRODUCTION 

Cardiovascular disease (CVDs) consists of a group of heart and blood vessel disorders that is responsible for 

more than half of all worldwide deaths. CVDs are one of the leading causes of death worldwide, accounting for 

approximately 32% of global deaths in 2019, according to the World Health Organization. The major risk 
factors associated with multiple vascular phenotypes are typically behavioural in nature, such as sedentary 

lifestyle, tobacco use, unhealthy diet, and alcohol abuse. However, multiple vascular phenotypes may also be 

strongly related to a genetic background. Aiming to identify, diagnose, and utilize genetic biomarkers for the 
treatment of cardiac patients is precision cardiology. As non-invasive methods of genetic testing become more 

prevalent and the outlook toward genetic testing becomes more positive, non-oncology application areas are 

slowly becoming more of a focus. These are mainly infectious diseases and cardiovascular diseases. 

A group of heart and blood vessel disorders known as cardiovascular diseases (CVDs) contribute to most deaths 

worldwide. According to WHO these chronic diseases include: 

 Coronary Heart Disease: A disease of the blood vessels in the heart. 

 Cerebrovascular Disease: A blood vessel disorder that affects the brain. 

 Peripheral Arterial Disease: A disease affecting the arms and legs. 

 Rheumatic Heart Disease: damage to the heart valves and the heart muscles caused by streptococcal 

bacteria. 

 Congenital Heart Disease: Birth defects affecting the normal development and working of the heart. 

 Deep vein thrombosis and pulmonary embolism: The formation of blood clots in leg veins that can spread 

to the heart and lungs. 

The leading cause of death worldwide is heart disease. More people die from cardiovascular disease per year 

than from any other cause, with 12 million people dying every year from heart disease. One person dies from 

heart disease every 34 seconds in the United States. 

Heart attacks are tragic events resulting from a blockage in the flow of blood to the heart or brain. Blood 
pressure, glucose, and lipid levels are elevated in people at risk of heart disease. The basic health facilities can 

measure these factors at home with relative ease. 

Heart disease is categorized into three types: Cardiomyopathy, Cardiovascular disease, and coronary heart 
disease. A "heart disease" refers to any condition that affects the heart and blood vessels, and how fluids are 

released into and circulate in the body. Cardiovascular diseases (CVD) cause a wide range of illnesses and 

disabilities. It is one of the most important and difficult aspects of medical diagnosis. 

The automation of this task is very helpful in medical diagnosis, which is considered as a critical, but difficult, 
task. Unfortunately, not all physicians are experts in all areas of medicine, and there are some places where 

there are few resources. A data mining program can help uncover hidden patterns and knowledge that can aid in 

making good decisions. Health professionals use this information to make accurate decisions and provide 
quality care to the public. It is also important that health care organizations provide assistance to professionals 
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who are lacking in knowledge and skills. Current methods have a major limitation in their ability to draw 

accurate conclusions. For the prediction of heart disease based on some health parameters, we employ different 

data mining techniques and machine learning algorithms, including Naive Bayes, k Nearest Neighbour (KNN), 

Decision Tree, Artificial Neural Network (ANN), and Random Forest. 

Based on a study from 2016, humans generated data in excess of ten exabytes, or 5x1018 bytes from various 

sources in 2016 (Lyman and Varian 2003). An analysis of exploratory data (EDA) is a technique that reveals 
hidden structure within a dataset, enhances insight into a dataset, identifies anomalies, and builds parsimonious 

models to test the underlying assumptions. There are two types of exploratory data analysis (EDA): Graphical 

or non-graphical and Univariate or multivariate. Univariate data consider one column of data at a time while 

multivariate methods consider more than two variables. There are two types of diagnostic methods for diseases, 

invasive and non-invasive 

Heart disease is the biggest challenge in the medical industry, and it is based on factors like physical 

examinations, symptoms, and signs of the patient. A number of factors can influence the risk of heart disease, 
including cholesterol levels in the body, smoking habits, obesity, family history of diseases, high blood pressure 

and workplace conditions. In predicting heart disease, machine learning algorithms are vital and accurate. 

Advances in technology have enabled machine language to be combined with big data tools to manage 

unstructured and exponentially growing data sets. 

Numerous studies have been carried out and a variety of machine learning models have been used in order to 

predict and classify heart disease. Automatic classification can be used to identify high-risk and low-risk 

patients with congestive heart failure. Heart disease can be fatal and should not be taken lightly. Heart disease is 
more likely to affect men than women. The risk of suffering a heart attack is about twice as high for men as for 

women throughout life. The higher risk of heart disease persisted even after controlling for traditional 

cardiovascular risk factors such as high cholesterol, high blood pressure, diabetes, or body mass index. It is 
considered a benchmark dataset when one is working on heart disease prediction because it contains some 

important parameters, such as dates from 1998. 

II. LITERATURE REVIEW 

Ordonez [1] proposes that heart disease can be predicted from simple patient attributes. They have used a 
system that includes 13 simple attributes such as sex, blood pressure, cholesterol, etc., to predict whether a 

specific patient will suffer from heart disease. Research dataset has been expanded with two more attributes: fat 

content and smoking behaviour. Predictions are made by using data mining classification algorithms, such as 

Decision Trees, Naive Bayes, and Neural Networks. A Heart disease database is used to analyse the results. 

In Paper [2] Researchers used data from Kaggle to apply knowledge discovery processes on prediction of stroke 

patients based on Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs), giving accuracy of 
81.82% and 80.38% for ANNs and SVMs, respectively, for training datasets and 85.9% and 84.26% for 

Artificial Neural Networks (ANNs) and Support Vector Machines (SVMs), respectively, for test datasets. 

The multilayer perceptron with back-propagation technique was used by Shantakumar et al. [3]to create an 

effective and intelligent heart attack prediction system. As a result, the MAFIA algorithm is used to identify the 

incidence patterns of heart disease based on the extracted data. 

Yilmaz and colleagues [4] have developed a method of determining the patient's condition by using least 

squares support vector machines (LS-SVMs) and binary decision trees. 

Frawley et al. [5] investigated the probability of survival following coronary heart disease (CHD), which is one 

of the most difficult research challenges facing medical society. To determine the impartial estimate of the three 

prediction models for performance comparison, they also used cross-validation techniques with 10-fold 

repeatability. 

This study found that artificial neural network (ANN) showed the best accuracy of 84.25 % as compared to 

other models. Despite the fact that other models had higher accuracy than ANN, this model with lower accuracy 

was chosen as a final model so that the accuracy of the model can be assessed without compromising the [6] 

accuracy of the prediction. 

Naive Bayes algorithm is a highly accurate algorithm that can predict heart disease and outperforms hidden 

naive Bayes in terms of [7] accuracy. 

According to Lee, et al.[8,] a novel methodology for expanding, studying, and analysing the multi-parametric 

and linear features of Heart Rate Variability diagnosing cardiovascular disease has been developed. The 
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researchers have experimented with linear and non-linear features to estimate various type of classifiers, e.g., 

Bayesian classifiers, CMAR, C4.5, and SVM. Their experiments showed that SVMs were more effective than 

other classifiers. 

We developed a machine learning algorithm to predict cardiovascular disease through Random Forest, Decision 

Tree SVM (support vector machine), and KNN, while Random Forest was found to have the highest [9] 

accuracy of 85%. 

Noh, et al. [10] developed a method of classifying features based on an associative classifier constructed with 

the efficient FPgrowth method. In our pattern-generating process, the volume of patterns may be diverse and 

extremely large, so they proposed a rule to measure the cohesion and, in turn, allow a tough choice of pruning 

patterns. 

In paper [11], we use data from the UCI repository to compare the performance of Naive Bayes, KNN, Decision 

Tree, and ANN machine learning algorithms. ANN had the highest accuracy of 85.3%. Meanwhile, Naive 

Bayes, KNN, and Decision Tree gave an accuracy of almost 78% each. 

According to Parthiban et co. [12], the proposed Coactive Neuro-Fuzzy Inference System (CANFIS) can be 

used to identify and predict heart disease. They use genetic algorithms with fuzzy logic to diagnose occurrences 

of diseases based on the collective nature of neural networks. We evaluated the performance of the proposed 

CANFIS model on the basis of classification accuracy and training performance. In conclusion, they 

demonstrate that the proposed CANFIS model is highly effective in predicting heart disease. 

Yanwei, et. al [13] developed a classification method using multi parametric features obtained from HRV 

(Heart Rate Variability) of an ECG and the data is pre-processed before a heart disease prediction model is built 

to classify a patient's risk of heart disease. 

Singh et al. [14] Using two clustering algorithms, constructed a clustering matrix combining a partitioning 

algorithm (K-Means) and a hierarchical clustering algorithm (agglomerative). With large data sets, the K-means 
algorithm is more effective and scalable, and it converges quickly. In hierarchical clustering, smaller clusters 

are frequently merged into a larger cluster, or a larger cluster is divided between smaller clusters to form a 

hierarchy of clusters. Based on accuracy and running time, they calculated the performance of K-means and 

hierarchical clustering algorithms using WEKA data mining tool. 

Researchers developed a computational model by Guru et al. [15] to identify five major heart diseases using a 

three-layer multilayer perceptron model. A back propagation algorithm is used with an adaptive learning rate, a 

momentum term, and forgetting mechanics to train the proposed decision support system. 

The data used in Paper [16] comes from the UCI data repository. Propose heart disease prediction using KStar, 

J48, SMO, and Bayes Net and Multilayer perception using WEKA software. Based on performance from 

different factor SMO (89% of accuracy) and Bayes Net (87% of accuracy) achieves optimum performance than 
KStar, Multilayer perceptron and J48 techniques using k-fold cross validation. The accuracy performance 

achieved by those algorithms is still not satisfactory. 

The paper [17] uses WEKA to evaluate the performance of several machine learning algorithms. ANN and PCA 

were combined to increase the speed of the analysis. Before application of PCA, it shows 94.5% accuracy, but 

after application of PCA, it shows 97.7% accuracy. There is a huge difference. 

A study by Duff, et al. [18] involved 533 patients who had suffered cardiac arrests and their results were 

integrated into analyses of heart disease probabilities. Analyses were performed using a variety of Bayesian 

networks, as well as classical statistical analysis. 

Using several data mining techniques such as Decision Trees, Naive Bayes, and Neural Networks, Palaniappan, 

et al. [19] conducted a study and developed a model called Intelligent Heart Disease Prediction System 

(IHDPS). 

III. RESEARCH METHODOLOGY 

To predict the emergence of heart disease in order to detect it at an early stage in a short period of time is the 

main purpose of the proposed method. To model heart disease from certain health parameters, we used different 
data mining techniques and machine learning algorithms, such as Naive Bayes, K Nearest Neighbour (KNN), 

K- Means Clustering, Decision Trees, Artificial Neural Networks (ANN), and Random Forests. 
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Based on publicly available heart disease data, the analysis is conducted. Twenty-nine records are contained in 

the dataset, with 8 attributes including age, type of chest pain, blood pressure, blood glucose level, ECG in rest, 

and heart rate. 

A raw dataset of 303 Cleveland heart disease patients with 76 features is used in defining the proposed 

algorithm. Data inconsistencies are eliminated as part of the pre-processing method to eliminate errors. 209 

samples are analysed for seven independent factors including age, chest pain type, blood pressure, blood 
glucose level, resting ECG, resting heart rate, four types of chest pain, and the habit of exercising. As coronary 

fatty streaks start to appear in the adolescent stage, age is the most important risk factor for heart disease. 

Therefore, only data for males is considered here since males have a higher risk of coronary diseases than 

females. Angina results from oxygen-poor blood not reaching the heart muscles sufficiently. Heart disease is 
closely related to high blood pressure because it damages arteries. Diabetes can significantly increase the risk of 

heart disease when high blood pressure is present. High blood pressure and high heart rate can increase the risk 

even more. Coronary disease risk directly relates to heart rate. Feeling gripped and tight is a symptom of heart 
disease, often found on the chest but also spreading to the shoulders and abdomen. As a rule, there are four 

different types of anginas: atypical angina, typical angina, asymptomatic angina, and nonanginal pain. 

DECISIONTREES 

One of the supervised learning algorithms, a decision tree is an intuitive and easy-to-understand classification 
algorithm. A decision tree can deal with categorical as well as numerical data. The tree structure of a decision 

tree has nodes, branches, and leaves, in which each branch represents one attribute value, each internal node 

specifies a specific test, and leaves indicate the class where the outcome is predicted. Using the predictive 
attribute and the given rules, the classification starts at the root node and moves to the leaf nodes. Classification 

and Regression Tree (CART), ID3, C4.5, J48, and CHAID are the most commonly used decision tree 

algorithms for disease prediction. The CART algorithm is an important decision tree algorithm that lies at the 
foundation of machine learning. Moreover, it is also the basis for other powerful machine learning algorithms 

like bagged decision trees, random forest, and boosted decision trees. 

Naive Bayes classifier 

A classifier based on Bayes' theorem is called naive bayes. According to the Naive Bayesian classifier theorem, 
particular features within a class exist independently of other features. Therefore, it can predict heart disease 

with high accuracy. Data sets are classified using conditional probability using the Naive Bayes method, which 

uses conditional probability to compute posterior probability. It follows this equation. 

(𝐶|𝑋)=PX|C∗P(C)/P(X) 

Where X is the instance to be predicted, and C is the class value for instance. The above-given formula or 

equation helps to determine the class in which feature expected to categorize. 

IV. ANALYSIS OF DATA 
Cleveland heart disease dataset (Source: https://www.kaggle.com/ronitf/heart-disease-uci ) is used for the 

present study. The various features available in this dataset are described below. 

Age -age in years 

Sex- (1 = male; 0 = female) 

Cp - chest pain type 

Trestbps-resting blood pressure (in mm Hg on admission to the hospital) 

Chol - serum cholestoral in mg/dl 

Fbs - (fasting blood sugar &gt; 120 mg/dl) (1 = true; 0 = false) 

Restecg - resting electrocardiographic results 

Thalach - maximum heart rate achieved 

Exang- exercise induced angina (1 = yes; 0 = no) 

Oldpeak- ST depression induced by exercise relative to rest 

Slope- the slope of the peak exercise ST segment 

Ca - number of major vessels (0-3) colored by flourosopy 
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Thal - 3 = normal; 6 = fixed defect; 7 = reversable defect 

Target -  1 or 0 

Confusion matrix for CART algorithm is shown in table 1. 

The total correct prediction is 84.16%. In this study authors have used data analysis techniques in healthcare to 

treat heart disease. The purpose of the experiment is to apply classification algorithm that gives accurate 

prediction of heart disease. From the analysis done we conclude that Classification and Regression Tree 

algorithm gives 84.16% of accuracy while predicting heart diseases. 

Table 1: Confusion matrix for CART algorithm 

from \ to 0 1 Total % correct 

0 110 28 138 79.71% 

1 20 145 165 87.88% 

Total 130 173 303 84.16% 

The classification tree generated is shown in figure 1. 

Figure 1: Classification Tree 

 

V. FUTURE ENHANCEMENT 

In order to predict heart disease before it causes to help physicians, data analysis is used to identify key patterns 

and features from the medical records of the patient. Other objectives include increasing the number of features 

in the data set and enhancing the accuracy of the prediction models. 

VI. CONCLUSION 

The leading cause of disability and premature death is heart stroke and vascular disease. Using risk factors alone 

to predict heart disease is difficult. Recognizing heart disease is primarily based on chest pain. This research 
work examines algorithms used in data analysis to analyse and predict heart disease. In this paper, four types of 

chest pain are used to predict heart diseases using major factors. Supervised machine learning algorithms like 

CART decision tree algorithm is used in this study, which provides 84.16% of prediction accuracy. 
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ABSTRACT 

 In this new age of technology and innovation, AI and machine learning have made our lives much simpler. The 
benefits of these technologies can be found in a wide range of fields, including education, industries, e-

commerce, etc., but communication is perhaps the most important. In this paper, we explore different types of 

voice assistants that are used in ordinary life. Virtual Personal Assistants (VPA) are one of the most successful 

products of Artificial Intelligence, since they allow humans to outsource their work to machines. As Modern 
Mobile Technology is currently gaining fame for the User Experience, as it is very easy to access applications 

and services no matter where you are in the world. Today, we are accustomed to the use of smartphones and 

other types of computers to perform the same functions using the internet. Here we compare some of the leading 
virtual personal assistants, including Siri, Google Assistant, Alexa, and Cortana. During testing, these 

applications were evaluated for their features of input and output accuracy and their ability to understand 

commands and questions outside their embedded structure. This sample gives as the idea that which assistant is 

in more use and how many people are satisfied with it. Due to the heterogeneity in the available personal 
assistants, the user may have difficulty selecting one.  but result show high inclination towards siri and google 

assistant as the most used VPA and user satisfaction. 

Keywords: Artificial Intelligence, Natural Language Processing, Digital assistant, Microsoft, Cortana, Apple, 

Siri, Amazon Alexa, Google Assistant, Speech Recognition, Robotics, Internet of thing, Machine Learning. 

I. INTRODUCTION 

Modern Mobile Technology has become extremely popular due to its exceptional User Experience, since it is 
extremely easy to access applications and services no matter where you are. Today, we are accustomed to the 

use of smartphones and other types of computers to perform the same functions using the internet. All thanks to 

Internet of thing (IoT), Cloud Computing and Artificial Intelligence. 

The widespread use of smartphones has caused numerous voice assistants to emerge, such as Google's 
Assistant, Apple's Siri, Microsoft's Cortana and Amazon's Alexa. In order to provide services to the users, voice 

assistants use technologies such as Natural Language Processing (NLP),voice recognition, speech synthesis. 

Virtual Personal Assistants (VPA) are one of the most successful products of Artificial Intelligence, since they 
allow humans to outsource their work to machines. The functionalities of the personal assistant will vary, 

however, depending on how it's implemented and who's involved. Now, voice assistants can also be integrated 

into smart speakers, devices that have a microphone and speaker that let them communicate with users. During 

the study and survey, our main goal was to figure out what the true potential of this personal assistant is. 

II. LITERATURE REVIEW: 

A. Overview on Artificial Intelligence: 

Since artificial intelligence emerged as an academic field in 1956, it has experienced several periods of 
disappointment, optimism, and funding loss, which were soon followed by new approaches, successes, and 

renewed funding. Several different approaches to AI have been tried and abandoned over the years, including 

modeling the brain, simulating human problem solving, and organizing large databases of knowledge. Machine 
learning has been dominated by highly mathematical statistical algorithms since the early 21st century. As a 

result, it has successfully solved an increasing number of challenging problems in both industry and academia. 

There are several subfields of AI research, according to the goals and tools they use. In most cases, AI is used to 

address problems like reasoning, representation of knowledge, decision making, strategy, learning, natural 
language processing, vision and the capability to move and control objects. General intelligence (having the 

skills to handle arbitrary problems) is the major objective of this field. 

Artificial intelligence researchers have developed a range of problem-solving techniques designed to address 
these issues, such as artificial neural networks, formal logic, strategies utilizing probability, economics 

and statistics. Other fields that AI draws from include psychology, literature, philosophy, and computer science. 

The following is a list of four possible purposes or definitions of artificial intelligence (AI), which classifies 

computer systems based on rationality and thinking vs. acting: 
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Human Approach: 

·        Software capable of thinking like humans 

·        System that behaves like a human 

Ideal Approach: 

·        Systems capable of rational thought 

·        Systems that act rationally 

B. MACHINE LEARNING 
The field of Machine Learning and Data Science has become increasingly popular. Computers can now 

solve real-world problems through machine learning and data science. In turn, complex mathematics creates 

ML algorithms that eventually produce ML systems. In this field, algorithms and data are used to mimic 
how humans learn, gradually improving their accuracy over time. There are many applications of machine 

learning, such as medical diagnosis, email filtering, voice recognition, and computer vision, when 

conventional algorithms are difficult or not feasible to develop. Methods, theory and applications related to 
mathematical optimization are relevant to the field of machine learning. In some instances, machine 

learning simulates the functioning of a biological brain by using data and neural networks.It is also known 

as predictive analytics when applied to business problems. 

C. ROBOTICS 
AI is a branch of engineering, combining electrical and mechanical engineering, computer science, and robotics 

to design, build, and deploy robots. Various aspects of robotics: 

 Robots are mechanically constructed, shaped, or fashioned to accomplish a particular task. 

 The machines are powered and controlled by electrical components. 

 Robots are controlled by computer programs that determine what, when, and how they do things. 

D. Natural Processing Language 
Natural language processing (NLP) is the study of how computers interact with human language, artificial 

intelligence and computer science. In particular, it focuses on programming computers to study and analyze 

large amounts of natural language data. To achieve this goal, the computer must be able to "understand" the 

content of a document, including the local nuances of the language within it. In addition to correctly locating 
and extracting information from documents, the technology can also categorize and organize them within 

themselves. NLP applications that are straightforward include retrieving information, answering questions, and 

translating text. In symbolic AI, the semantics of sentences is translated into logic by formal syntax. A 
combination of intractable nature of logic as well as  breadth of common sense knowledge prevented this from 

producing useful applications. Co-occurrence frequencies are now used as statistical techniques.  (the frequency 

with which words appear together), keyword spotting (finding a particular word in text), and deep learning 

based on transformers (which can find patterns in text). 

There are three parts to NLP: 
 Speech Recognition:  The process of translating spoken language into text. 

 Natural Language Understanding (NLU): A computer's ability to comprehend human speech. 

 Natural Language Generation  (NLG): The process of producing natural language by a computer. 

E. Digital assistant 

The intelligent virtual assistant (IVA) or intelligent personal assistant (IPA) is a software agent that provides 

services or performs tasks for an individual based on commands or questions. Virtual assistants generally or 

specifically accessible through online chat are sometimes referred to as "chatbots.". 

Virtual assistants can interpret voice commands and respond by synthesizing a voice. Voice Assistants allow 

users to access information related to their home automation devices, control media playback, and manage basic 

tasks such as calendars, to-do lists, and email. 

Virtual or Digital Assistant: 

 Google assistant 

 Cortana 
 Siri 

 Alexa 
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TABLE I. Overview  table on different VPA 

VPA Relaesing date Developer Website OS Platform Lang. 

Support 

Siri 14 October 2011 Apple Www.apple.
com/io s/siri 

 

Ios 5 onward 
 

Iphone, mac, 
apple watch, 

ipad and more 

apple product 

21 

Google 
assistant 

18 May 2016 Google Assistant.goo
gle.com 

Android Android device 
like smartphone. 

Headphone, 

speaker and tv 

12 

Cortana 2 April 2014 Microsoft Microsoft.co

m/enus/wind

ows/cortana 

 
 

Windows Amazon alexa, 

windows 8 and 

onward, xbox 

,skype , 
cyanogen os 

9 

Alexa 6th Nov 2014 Amazon https://alexa.
amazon.com 

Android,ios Fire OS 5.0 or 
later, iOS 11.0 

or later Android 

4.4 or later 

8 

a. GOOGLE ASSISTANT 

Initial date: 18 May 2016 by Google. With artificial intelligence at its core, Google Assistant runs across iOS 
and Android. Users' data is not stored by Google Assistant without their permission. If this feature is desired, 

the user can check a box under Voice & Audio Activity (VAA). The Google Assistant receives audio files from 

the cloud when VAA is enabled, and these audio files are used to enhance its performance. A few of the 

features are: 

 A platform that allows third-party device makers to implement their own "Action on Google" commands 

 Interacting via text and learning more languages 

 In order to enhance location-specific queries, users can enter specific geographic locations on their devices 

b. CORTANA 

Microsoft's personal productivity assistant, Cortana, can help you work more efficiently and focus on what 

matters. Microsoft's Cortana is a virtual assistant that utilizes the Bing search engine to provide users with 
information and reminders. According to its software platform and region, Cortana is currently available in 

languages such as English, German, Portuguese, Spanish, French, Chinese, Italian,  and Japanese.  

c. Apple's Siri 
In addition to its role in Apple Inc.'s iOS, macOS, iPadOS, watchOS, and tvOS operating systems, Siri also 

features a natural-language user interface, Focus-tracking, gesture-based control and other features. By 

delegating requests to a set of Internet services, the virtual assistant provides answers, makes recommendations, 
and performs actions. Continually using the software, the software adapts to user preferences, language usage, 

and searches. This results in personalized results. An earlier version of Siri was developed by the SRI 

International Artificial Intelligence Center. It relies on Nuance Communications' speech recognition engine, 

while Siri uses advanced machine learning techniques. 

d. Amazon's Alexa 

Initial date: 6th November 2014 by Amazon Alexa, also known as Alex, is a virtual assistant technology 

developed by Amazon that is based largely on a speech synthesiser called Ivona, bought by the company in 
2013. This technology initially appeared in the Amazon Echo smart speaker, Echo Studio, Echo Dot, and 

Amazon Tap speakers by Amazon Lab126. Voice interaction is available, music playback is available, to-do 
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lists can be made, alarms can be set, podcasts can be listened to and news, traffic, and sports can be viewed in 

real time. 

Table II. Feature table for different VPA 

Sr.No Feature Siri Google Assistant Cortana Alexa 

1 Trigger “Hey Siri” “OK Google” “Hey Cortana” “Alexa” 

2 Type Question     

3 Set Alarm     

4 Access function within app  Limited Limited  

5 Can use on computer     

6 Makes call     

7 Follow-up question Limited Works well Limited Limited 

8 Geofancing Limited    

9 Search Engine Google Bing Google Bing 

10 Third party app support     

11 Conversational Question  Limited   

III. METHODOLGY 

We recruited 79 users (42 Female, 37 Male) among them 59% of population are frequent users. 

FIGURE I: 

 

English was their first language for most of them. Virtual assistants were our focus. Some of our users 

addressed the fact that they weren't active users. They used different devices to create their experiences. 

FIGURE II: 

 

Through above given chart we can say that around 58% do use Assistant frequently or whenever they need. The 

below chart shows that in our sample Google assistant is the most used assistant in all. 
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Result shows 82% for Google assistant, 13% for Siri, 5% for both cortana and Alexa. 

Mostly user is satisfied with their devices and assistant. And as per other questions in form for survey we say 

that all most all questions were correctly answered by assistant to user. 

Chart for Final rating is like below: 

FIGURE III: 

 

the rating here is in manner of 1-5 i.e. low-high. It shows that around 62-70% is satisfied by digital personal 

assistant. 

Further we tested the fault rate of consecutive VPA by asking following question: 

1. Which team won the soccer world cup of Italy 90? 

 
FIGURE IV: 

The above chart shows the correctness percentage of each VPA. 

2. Asked the user to Set the alarm for 11 o'clock through VPA: 

FIGURE V: 

 

Above graph shows the percentage of success in Task for Different VPA. 

IV. CONCLUSION 
The purpose of this study was to evaluate four VPA in order to determine which was the most effective by 

looking at the quality of their answers, features and user satisfaction. Among the personal assistants included in 

the study were Siri, Cortana, Alexa, and Google Assistant. Overall, 79 participants participated. 
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The result described that siri and google did the best task. From the test result of sample we say that Google 

assistant get highest result with average of 82% and following up with 12.7%, 2.5% and 2.5% simultaneously 

for siri, cortana and alexa . Some conversation and research gives the idea that each age group uses voice 
assistants differently.  There is great insight and some early evidence that voice assistants can be used for 

purposes other than home entertainment and basic tasks. 
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ABSTRACT 
Over the decades, the misperception between Business and Information technology has been peculiar. This 

chasm between the two creates problems that can be inefficacious. The experts in the analytics domain advised, 

bridging this gap should be a high priority, as yet this problem is still existent today [8]. A key component for 

bridging this Business/IT chasm is an analytics-driven outlook for decision-making effectiveness. This research 
focuses on how analytics can help for bridging the gap between Business and IT chasm in an organization with 

the help of some renowned companies’ reason for using analytics, also some aspects of business intelligence 

and big data with its importance on organizations business has been highlighted. 

Keywords: Data Analytics, Business Analytics, Business Intelligence, Big Data 

I. INTRODUCTION 

It is foreseeable that there are Business and IT cultures in an organization. There’s this thought among business 

people, that IT does not understand the business, they are unable to solve an issue, and they only care about 
technology [1]. In contrast, IT people might think, Business people don’t have any technical knowledge, they 

are unable to comprehend the requirement of building and maintaining the system [8]. This is where analytics 

comes as assistance for effectiveness between the two. Jimmy Augustine, working in HP under the Application 
Performance Management department, said: “As an IT industry, we should force bridging the IT and Business 

gap. Why? Both should be like one, like peanut butter and jam. One hand should know what the other hand is 

thinking and vice versa.” [8] 

Today, for many organizations, Technology is Business, and that is why they have adopted analytics as to the 

crux. Analytics has emerged as an important aspect for a better decision-making process. Companies in the 

industry use analytics for providing value to users. Many organizations think analytics is a key realm in IT, 

giving the apposite support to help improve their business. An analyst, acting as a new communication 
intermediary, is expected to significantly improve communication coherence between business departments and 

IT, which was once highly cumbersome and ad-hoc.  It allows business managers to understand the dynamics of 

their business, foresee market shifts, and also manage risks. 

 
Fig. 1. Overview of Analytics 

Most IT organizations have already started to make a move towards advanced analytics. Advanced analytics in 
general, not only augments value to business performance and propels profitability, but also offers affluence of 

possibilities when utilized effectively. Although, many organizations still struggle in maximizing these 

opportunities. To become analytically data-driven and generate data more accessible, organizations must work 
on alleviating these challenges to obtain the full power of analytics. This is where Business Analyst and Data 

Analyst excels in such tasks to alleviate such struggles. When proper data is provided, a business can augment 

its chances with accuracy. Data plays a vital role in successful decision-making effectiveness. Need for clean 
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and modified datasets to uncover trends and insights that are subsequently used for profitable business 

decisions. Here, business analytics provides the leaders with the tools to transform their important operational, 

product, and consumer data into valuable insights that lead to agile decision-making effectiveness and business 
success.  From enabling businesses to make consumer-oriented decisions in helping them address operational 

inefficiencies, analytics is radically changing its perception of the importance of data. The paper is divided into 

four different sections. The first section consists of analytics and their types, the second section mainly focuses 
on the thoughts and reviews of other researchers and writers, the third section provides an overview of advanced 

analytics and concludes with the approaches used in the paper and appropriate measures to take into 

consideration while mitigating the gap. 

II. LITERATURE REVIEW 
Hugh J. Watson, Professor of MIS, Terry College of Business at the University of Georgia, had mentioned in 

his paper in March 2018, to bridge this culture chasm, both the IT, as well as Business departments, should have 

an understanding between the two by establishing Business Intelligence centre in an organization. These BI 
centres consist of a group of specialized people from IT backgrounds. In 2004, he was interviewing for a 

Continental Airlines case study [1], he was unable to distinguish if the analysts were from the data warehousing 

unit or the business unit. That is why he emphasizes the importance of Business Analysts in an organization as 

they are prominent in communicating between the Business and Technology unit, to abstain from this cultural 

chasm. 

Guangming Cao, Yanqing Duan, and Gendao Li stated in their paper that Business Analytics should be linked 

to decision-making effectiveness. The authors implied that organizations require Business Analytics for making 
faster and better decisions. The convergence of big data analytics, evolvement in IT, and Business Analytics 

have introduced decision-making at a thoroughly new level that is data-driven, allowing Business and IT 

managers to see the invisible past [2]. 

Sonia Johnson, Head of Marketing, Inside Info, mentioned in an article, as a business is growing more into the 

data-driven culture, IT organizations should start investing in new and advanced data software and tools which 

has strong ingesting and integration capabilities. By taking advantage of these applications and aligning the IT 

team, Business, and Data leaders together it has been inferred that Data analytics should become a part of a 

company’s culture [12]. 

Now, while we look at big data analytics, business intelligence, and cloud, a lot of companies have started using 

analytics as their core performer to save company money from redundant use, maintain customer relationships, 
gain better insights and decisions, and reach the top of their industry business. In this decade, there is a canard 

that Big Data is Big Business, which has turned out to be true. 

In his article, Eleanor O’Neill, has bogged down into a few of the top companies using data and analytics to 

procure a cut-throat edge [13]. which is encapsulated in the following table: 

Firm 
Type of 

Industry 
Usage 

Amazon E-commerce -For recommendations (collaborative filtering engine), this has helped the 
company to earn 35% of its annual sales. 

-Uses predictive analytics, to bolster customer satisfaction and build a 

loyal relationship. 
-Uses dynamic pricing, for optimization of product prices. 

Netflix Entertain-ment -For recommending TV shows and movies to the subscribers according to 

their preferences. 

-For optimization of quality and firmness of the video 
-To create a personalization account for each customer 

Starbucks Retail Coffee -Collects data to recommend products to loyal customers. 

-To create Marketing Campaigns and menus for attracting customers. 

-Uses data like incomes, traffic patterns, and population to analyse and 
target locations for new stores. 

American 

Express 

Banking, 

Financial 

services 

-Identifying extortion, and bringing traders and clients closer together. 

-To distinguish more false transactions and save millions. 

-To customize offers to hold clients and utilize this information to keep 
up with associations with clients 
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T-Mobile TeleComm-

unication 

- It combines transactions of customers and data interaction to predict 

fluctuations from the customer's side 

-For advertising Campaigns 

Fig. 2. Use of Analytics in MNCs 

In his paper in [7], the author had worked with a variety of companies in six data-rich industries, they found that 

fully utilizing the data and analytics requires three mutually encouraging capabilities. Firstly, organizations 

must be prepared to identify, combine, and manage different sources of insights and knowledge. Secondly, they 

need the capability to develop advanced analytics models for the prediction and optimization of the outcomes. 
Thirdly, and most important, management must gather the muscle to rework the enterprise in order that the 

information and models actually capitulate better decisions. Two crucial features bolster those activities: a 

pellucid strategy for a way to utilize data and analytics to participate, and deployment of the pertinent 
technology architecture and capabilities. 

In an article of PwC, the authors mentioned The New IT platform, to bridge the gap between Business and IT, 

as the gap between the two is growing wider. A survey was conducted of nearly 1500 technology and business 
executives and only 54% of the respondents agreed that business and IT share a mutual understanding of a 

corporate strategy. They have introduced the need for a New IT platform that will bring business and IT 

together. IT needs to adopt more agile methods to meet the voracious demands of businesses. The authors 

inferred that Business and IT must work incessantly, synergically, and progressively [9]. 

III. METHODOLGY 

As from articles and ongoing requirements in an organization it has been observed that analytics play a vital 

role in entrenching a successful Business and IT decision-making effectiveness. It has been made obligatory by 
many organizations to adopt this analytics-driven program to magnate their industry. This research 

methodology evinces the demand and importance of analytics-driven decision-making effectiveness to bridge 

the gap between Business and IT. 

It is observed that few organizations find it difficult to implement the strategy for better decision-making 

effectiveness. According to the analysis made from articles and observations of the authors from their research, 

it has been implied that the best strategy to overcome this difficulty and Business/IT chasm is to get used to 

analytics-driven decision-making. Firstly, Business leaders and Tech leaders should have a basic knowledge 
about each other. For this Business Analyst (to bridge the communication gap between the business and 

technology), Data Analyst (to work on data provided by the businesses for better insights, which helps to 

understand the data and business conveniently) and also as said earlier, Business Intelligence Centre (to work on 

a defined common set of objectives with right management system in place) should be entrenched. 

Analysts in the company should have a thorough knowledge of different software that is used for analysis, as it 

helps IT to have a broad and bigger idea of what is going on in the business with the insights and patterns that 

are generated.  According to the research, it was observed that analysts in the technology had once worked on 
the business section and vice versa [1]. And it was also inferred that the analyst in the domain that works on 

both the side, should have a great knowledge of databases. Secondly, the most important aspect is to eliminate 

the distrust between the two. Lastly, as discussed above, applying appropriate analytics considering the business 

requirements, results in a successful outcome. 

C. ANALYTICS 

As technology is evolving day by day, Analytics and data mining have become more important than before. 
Analytics is a scientific process used to examine the raw data, to draw a meaningful and logical sense from it. It 

is also a combination of technologies, skills, and practices used to analyse an organization’s data as a way to 

have a proper insight and make decisions based on the data given, in the future using statistical analysis [12]. 

 
Fig. 3. Complexity vs Value 
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There are four types of analytics used in an IT organization for providing better business decisions by cleaning, 

dissecting, and absorbing in a way that helps in creating better solutions for businesses. They are as follows: 

1. Descriptive analytics: This is a type of analytics that deals with the question “What is going on? What has 
happened?” Descriptive analytics breaks the huge volume of data into smaller pieces to give valuable 

insights. It aims at crunching relevant information. It uses arithmetic operations. 

2. Diagnostic analytics: This type of analytics states “Why did it happen?” It dives deeper to comprehend the 
basic explanation and cause of any events. It is used to identify the source of the problem. It is based on 

probabilities and distributions of outcomes by using principal component analysis, sensitivity analysis, and 

regression analysis. 

3. Predictive analytics: This is a type of analytics that depicts “What could have happened?” It derives the 
prospect of the outcomes, looks to the longer term, and is predicted based on probability. It converts the raw 

data into functioning information which is then used to uplift the firm ahead. 

4. Prescriptive analytics: This type of analytics talks about “What should happen?” It uses both Descriptive 
analytics and Predictive analytics. It updates the relationship between action and outcome using statistical 

algorithms. 

As it happens, the more complex the analytics is, the more value it brings. 

D. Advanced Analytics 
Data-driven Advanced Analytics allows organizations to have an absolute or “360-degree” view of the 

operations and consumers. The insights that they procure from such analyses are used for optimization, to direct 

and automate the decision-making process successful to achieve the organizational goals [8]. In an article 
published by the leading analytic firm in the world, Gartner, Advanced Analytics is the semi-autonomous or 

autonomous inspection of data or content using pertinent techniques, software, and tools, typically afar those of 

conventional business intelligence, to discover deep insights, generate predictions, or make recommendations 

[14]. 

 
Fig. 4. Advance Learning Analytics 

Advanced Analytics elucidates data analysis that goes afar basic mathematical calculations as sums and 
averages of data, filtering and sorting of data. It uses formulas with statistics and algorithms to produce new 

information, to perceive patterns, and also to speculate outcomes and their probabilities [15r]. Taking advantage 

of such techniques helps in building such a strong foundation for advanced analytics to be thorough and mature 

[16]. Some of the methods include: 

1. Data Mining: It is a process of analysing a large amount of data to generate patterns and establish 

relationships with the data for the businesses to help solve the problems, mitigate risks with the help of 

business intelligence. 

2. Machine Learning: It is a technique that uses computational methods to find patterns in data, and 

automates analytical model building without human intervention. 



International Journal of Advance and Innovative Research   
 Volume 9, Issue 2 (VI) April – June 2022  
 

127 

ISSN  2394 - 7780 

3. Cohort Analytics: It is a subset of Behavioural Analytics that generates broadly applicable insights by 

examining the nature and behaviour of the people in a group. 

4. Cluster Analytics: It mainly focuses on differences and similarities in a dataset in such a way that objects 

in one group are similar to each other than the ones in other groups. 

5. Retention Analytics: It is used to comprehend cohorts of users or customers. It is a way to gain an insight 

on maintaining a beneficent customer base by improvising retention and acquisition rate. 

6. Complex Data Analysis: It is a process that aggregates and analyses the data that are coming from 

different sources when any event is fired. 

IV. CONCLUSION 

To prosper with effectiveness, organizations should bridge the gap between Business and IT by creating a centre 
for Analysts. In this data-driven world, analysts need to look through two lenses at the same time. One is 

through understanding business requirements and the other by communicating them through analytics-driven 

decision-making effectiveness. For this decision-making, one must adopt germane analytics by the 
contemplation of data. The analyst must understand how to use analytical tools and software to transform the 

raw data into a dashboard of meaningful metrics which can be understood by both businesses and IT. It can be 

inferred that both parties must be able to communicate in the language of revenue and cost and also through 

technological strategies. 
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ABSTRACT 

Sentiment analysis is the substantial task of NLP (Natural Language Processing). In this paper, the basic 
objective is to develop a web-based system with the capability of providing user insights, if a product is worth 

purchasing or not, based on the user review on one click. A general process includes the use of text-blob and 

performs the sentiment analysis to demonstrate its usefulness. In this work, A detailed description and literature 

survey on sentiment analysis, different models, their accuracy, and drawbacks are discussed. In this study, the 
sample datasets from online product reviews were collected from Amazon.com, Flipkart.com, and data 

repositories such as https://www.kaggle.com is used. At last, The future pointer for further research is also 

presented. 

I. INTRODUCTION 

The sentiment is an emotion or attitude prompted by the feelings of the customer. It is also called opinion 

mining [1] which studies people’s opinions towards the product. The dataset is collected from the website. It 

examines the problem of studying texts, like posts and reviews, uploaded by users on microblogging platforms, 
forums, and electronic businesses, regarding the opinions they have about a product, service, event, person, or 

idea. The social web has made enormous amounts of information available to users globally at just the click of a 

button. Consumers often tend to rely on such text, especially those in the form of opinions or experiences 
regarding a particular product which makes it essential that this information should be available in a systematic 

manner. The most common use of Sentiment Analysis is this of classifying a text to a class. Depending on the 

dataset and the reason, Sentiment Classification can be binary (positive or negative or neutral) or multi-class (3 

or more classes) problem. (See Fig 1). 

 
Fig 1 - Sentiment Analysis Classes 

II. BRIEF DESCRIPTION OF THE PROBLEM 

The objective, purpose, and the proposed system, Data Set acquisition are described. 

A. OBJECTIVE 

The basic objective is to develop a web-based system with the capability of providing user insights, if a product 

is worth purchasing or not, based on the user review on one click. The availability of this huge volume of data is 
its diversity and its structural non-uniformity which makes it more difficult for a human to read. This project 

helps to put all data into the structural format. This makes the process quicker and easier than ever before, 

thanks to real-time monitoring capabilities. 

B. PURPOSE  

Sentiment analysis is extremely useful in online monitoring as it allows us to gain an overview of the wider 

public opinion behind a particular product. The ability to extract insights from online data is a practice that is 

being widely adopted by organizations across the world. Therefore, it makes it easy for the customer or user and 

helps to select the correct online E-product without any difficulties. 

C. PROPOSED SYSTEM  

Sentiment Analysis is a web-based system, on the Reviews of E–Products taken from a different website and 
after that, it is used to generate the output in the form of emoji or sentiments. This allows users to decide 

https://www.kaggle.com/
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whether a product is good or bad based on the analysis. The applications of sentiment analysis are broad and 

powerful. This will be done using the Python Text-blob library [7], which checks the subjectivity and polarity. 

It is elaborated in a further section. 

D. Data Set Acquisition  

The dataset was obtained from Kaggle and amzon.com. The proposed methodology uses a diverse dataset. The 

dataset contains reviews of mobile phones and other details such as names, prices, and other details. 

III. LITERATURE REVIEW 

In this section, several similar reviews of the other research paper to understand the concept in a more precise 

way is being discussed. 

A. Research Paper on "Sentiment analysis using product review data” By journal of big data. [2] 
Sentiment analysis or opinion mining is a field of study that analyses people’s sentiments, attitudes, or emotions 

towards certain entities. This paper tackles the problem of sentiment analysis, sentiment polarity categorization. 

Based on the Online product reviews from Amazon.com are selected as data used for this study. A sentiment 
polarity categorization process (See Fig 2) has been proposed along with detailed descriptions of each step. 

Experiments for both sentence-level categorization and review-level categorization have been performed. In this 

paper [2], they have taken three categorized methods such Naïve Bayesian classifier, Random Forest, Support 

vector machine to perform the analysis. The outcome as per the paper was SVM Model and Naïve Bayes’s 
performance was identical. The analysis was done was both in terms of sentence-level and review level 

categorization. There were certain limitations such as Review level categorization becoming quite difficult 

when they are classifying reviews as per the star-scaled rating. This study relies on sentiments token, and it may 

not work well for implicit statements. 

 
Fig 2 - Sentiment Analysis Classes 

B. Opinion Mining and Sentiment Analysis – By Pang B, Lee L. [3] 
They have examined the relation between subjectivity detection and polarity classification, showing that 

subjectivity detection can compress reviews into much shorter extracts that still retain polarity information at a 

level comparable to that of the full review. For example, in the data we used, boundaries may have been missed 

due to malformed HTML. fact, for the Naive Bayes polarity classifier, the subjectivity extracts are shown to be 
more effective input than the originating document, which suggests that they are not only shorter but also 

“cleaner” representations of the intended polarity. We have also shown that employing the minimum-cut 

framework results in the development of efficient algorithms for sentiment analysis. Utilizing contextual 
information via this framework can lead to statistically significant improvement in polarity- classification 

accuracy. Directions for future research include developing parameter selection techniques, incorporating other 

sources of contextual cues besides sentence proximity, and investigating other means for modeling such 

information. 

C. entiment Analysis of Review Datasets using Naïve Bayes’ and K-NN Classifier” by Lopamudra Dey, 

Sanjay Chakraborty [5] 

The study aims to evaluate the performance of sentiment classification in terms of accuracy, precision, and 
recall. In this paper, they have compared two supervised machine learning algorithms of Naïve Bayes’ and 

KNN for sentiment classification of the movie reviews and hotel reviews. The experimental results show that 

the classifiers yielded better results for the movie reviews with the Naïve Bayes’ approach   giving above   
80%   accuracies   and outperforming the k-NN approach. However, for the hotel reviews, the accuracies are 

much   lower, and both   the classifiers yielded similar results. Thus, this paper  says Naïve Bayes’ classifier 

can be used successfully to analyze movie reviews. (See Fig 3) Accuracies of the classifiers with the 2 datasets, 

for further work they would like to compare try and come up with an efficient sentiment analyzer like the 
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random forest, Support vector machine, etc. And try to implement a new algorithm utilizing the benefits 

of both algorithms so that it can be used effectively in data forecasting. 

 
Fig 3: Analysis of movie reviews 

D. Mining and Summarizing Customer by Hu, M., and Liu, [6]. 

This paper has the textual and linguistic features which are been extracted and classified to develop a categorize 

blog posts with respect to sentiment analysis. We ask whether a given blog post expresses subjectivity (vs. 
objectivity), and whether the sentiment a post expresses represents positive (“good”) or negative (“bad”) 

polarity. They have simplified the expression of subjectivity vs. objectivity, as well as positive and negative 

polarity, into binary classification tasks. They make use of verb-class information in the sentiment classification 

task, by exploiting lexical information contained in verbs. To obtain this information they use Semantics an 
automatic text analyzer that groups verbs according to classes that often correspond to their polarity 

classification. Additionally, they have utilized Wikipedia’s online dictionary, the Wiktionary 1, to determine the 

polarity of adjectives seen throughout the posts. They propagate this lexical information up to the post level by a 
machine learning classification algorithm in which a binary classification (e.g., objective/subjective) is made for 

each blog post. 

E. Sentiment Analysis of Mobile Reviews using Sentiwordnet” by Gaurav Dudeja and Kapil 

Sharma [4] 
This document-level plans executed by Gaurav Dudeja and Kapil Sharma include the utilization of 

‘Adverb+Adjective’ consolidated only and the utilization of ‘Adverb+Verb’ combined with the 

‘Adverb+Adjective’ combination. This is done to explore the opinionated value of distinctive linguistic features 
of a review and discover a way As a result, many of the sentiment calculations were highly influenced by the 

tacit assumption is that a review describes only best aggregate all the opinionated information in a review 

together to produce the document level sentiment summary. The results demonstrate that joining the sentiment 
score of ‘Adverb+Verb’ joins to the commonly used ‘Adverb+Adjective’ joined further improves the accuracy of 

the sentiment analysis result. The best weightage factor for verb scores got through multiple experimental runs 

is 30%. The aspect-level sentiment analysis algorithmic formulation designed by us is a novel and unique way 

of obtaining a complete sentiment profile of a phone from multiple reviews on different aspects of evaluation. 

The resultant sentiment profile is informative, easy to understand, and extremely useful for users. 

IV. PROPOSED METHODOLOGY  

A. TEXTBLOB [8] 
In this first phase of development, we are working on the implementation of the project using the Text-Blob 

Library and in detail concept. 

1. INTRODUCTION 
Text-Blob is a Python library used for processing textual data. It provides a simple API for diving into common 

natural language processing (NLP) tasks such as part-of- speech tagging, noun phrase extraction, sentiment 

analysis, classification, translation, and more. Text-Blob stands on the giant shoulders of NLTK and pattern and 

plays nicely with both. 

Text-Blob aims to provide access to common text- processing operations through a familiar interface. You can 

treat Text-Blob objects as if they were Python strings that learned how to do Natural Language Processing. 
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Sentiment analysis is the process of determining the attitude or the emotion of the writer, i.e., whether it is 

positive or negative or neutral, and which can be done using Text-Blob. 

2. Working of Text-Blob 
The sentiment function of text-Blob returns two properties polarity and subjectivity. Let us See what Polarity and 

Subjectivity are. 

The polarity score is afloat within the range [-1.0, 1.0]. (See Fig 4) 

The subjectivity is afloat within the range [0.0, 1.0] where 

0.0 is very objective and 1.0 is very subjective. For Reference Fig: below is the Triangle representation. 

 
Fig: 4 Working of Text Blob 

B. Naïve Base Classifier [9] 
Once, the successful implementation of the project We can enhance the project accuracy level using the Naïve 

Based Model. In the above section [III], Literature review about the accuracy of Naïve based classifiers. Here is 

the concept of a Naïve Based Classifier. 

1. INTRODUCTION 
It is a classification technique based on Bayes’ Theorem with an assumption of independence among predictors. 

In simple terms, a Naive Bayes classifier assumes that the presence of a particular feature in a class is unrelated 

to the presence of any other feature. 

For example, a fruit may be considered to be an apple if it is red, round, and about 3 inches in diameter. Even if 

these features depend on each other or upon the existence of the other features, all of these properties 

independently contribute to the probability that this fruit is an apple and that is why it is known as ‘Naive’. 

2. Formula: [7] 

The Naive Bayes model is easy to build and particularly useful for very large data sets. Along with simplicity, 

Naive Bayes is known to outperform even highly sophisticated classification methods. 

Bayes theorem provides a way of calculating posterior probability P(c|x) from P(c), P(x) and P(x|c). Look at the 

equation below Fig [5]: Naïve bayes formula 

 
Fig 5: Naïve bayes formula 

3. Working of Naïve based classifier 

Let us understand it using an example. 

Below I have a training data set of weather and corresponding target variable ‘Play’ (suggesting possibilities of 
playing). Now, we need to classify whether players will play or not based on weather conditions. Let us follow 

the below steps to perform it. 
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Step 1: Convert the data set into a frequency table. 

Step 2: Create a Likelihood table by finding the probabilities like Overcast probability = 0.29 and probability of 

playing is 0.64. 

Step 3: Now, use the Naive Bayesian equation to calculate the posterior probability for each class. The class 

with the highest posterior probability is the outcome of the prediction. 

 
Fig 6: Naïve Bayes example 

V. RESULT AND DISCUSSION  

Below are the results on the above library Text Blob project implementation, I have distinguished two graphs, 
one is the Gauge graph, and another is the Bar graph. In each of the graphs, the data has been visualized in a 

specific manner. 

In gauge graph: The output is on a whole dataset as an average by using text blob based on the 3 classes using 
Polarity and Subjectivity. Further dividing into other 5 different parts. [See Fig 7]. The different parts will 

indicate the product positivity and the category of a product where it stands in terms of reviews. 

 
Fig 7: Gauge Graph – Outcome 

In Bar Graph (See Fig 8) the output is in such a manner where it takes how much the number of are Positive, 

Negative, and Neutral sentences. Further, it’s has divided it into the different parts such as Excellent, Very good, 
Satisfy, Average, and Poor. 

 
Fig 8: Bar Graph – Outcome 
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VI. CONCLUSION AND FUTURE ENHANCEMENT 

This website will use to choose your sentiment of the product based on the reviews to feed to the machine. 

Text Blob is used Framework as Django, Programming Language as python, and Database as SQL is used in 
this project. the product, and it is based on NLTK. This project could be more analyzed in-depth, and the 

accuracy of the project can be improved in future scope. 

This Project has several limitations as it is developed on a very basic level, but it could be developed on a more 
rigid level and with more accuracy in the future scope. Due to Unauthenticated or Spam user reviews, this may 

give a false output. So, therefore, the accuracy could be improved of this project and hence it could be improved 

using the trained models, authentication of user reviews, and other ways, but currently, it solves the objective of 

the product Hence this project solves the problem for the customer to choose a vice product from an online 

website, In just one click. 
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ABSTRACT 

Rainfall is the primary source for agriculture in our country. As global warming is increasing, it is getting very 

difficult to predict the rainfall which will create a major problem in India. Due to lack of proper technology 
several districts are facing water crisis which affect the crops. Rainfall prediction can help them in several 

purposes such as farming, agriculture, drinking, health and many other. Many techniques came into existence 

to predict rainfall. Rainfall can be predicted using Machine Learning Techniques. These techniques can be 

useful to take precautions in order to protect crops. For rainfall prediction, we can use few machine learning 
algorithms. Some of the major machine learning algorithms are Logistic Regression, K-means, Linear 

regression, Support Vector Machine. These algorithms will help us to predict the rainfall for coming years. This 

will represent a review of different rainfall prediction techniques for the early prediction of rainfall. 

INTRODUCTION 
Global warming has been hyperbolic so has earth’s temperature then the daily climate change. In India, there’s 

no stable season now. we tend to receive rain at any point of the year. Our primary supply of water is rain, 

however excess of rain will cause harm to the farming business because the crops might get damaged. 
Agriculture is only obsessed on precipitation so it's important to understand the quantity of rainfall received by 

the districts and states. The dynamic atmospheric condition and therefore the increasing greenhouse emissions 

have created it troublesome for the people in general and the planet earth to expertise the required amount of 

rainfall that is needed to satisfy the human desires Associate in Nursing its uninterrupted use in everyday life.  

The rainfall prediction would also assist in coming up with the policies and techniques to take care of the 

increasing global issue of gas depletion. The changing patterns of rainfall are associated abundant with the 
world warming; that's increasing of the earth’s temperature because of hyperbolic Chlorofluorocarbons emitting 

from the refrigerators, air conditioners, deodorants and printers etc. that are the many a part of everyday life. 

This analysis proposes a study and analysis of precipitation victimization machine learning algorithms and 

compares the performance. However, rainfall prediction with cc using Random Forest regression, Linear 
regression, provision Regression, k-means & call tree is meant to supply precise and a lot of correct forecasts. 

The predictions might be utilized for a most vary of functions and therefore will play an important role in 

minimizing issues} related to water reserves, agricultural problems with dynamic atmospheric condition and 

flood management. 

MACHINE LEARNING 

Machine learning is kind of AI that permits package applications to grant correct predicting outcomes. Machine 
Learning may be a major factor within the field of information science. Machine learning conjointly has 

intimate ties to optimization: several learning issues are developed as diminution of some loss perform on a 

coaching set of examples. Loss functions categorical the discrepancy between the predictions of the model 

being trained and also the actual downside instances. 

It turns the dataset into a model that helps in prediction. looking on the problem, the character of information 

and resources available, it tries to grant the most effective algorithmic program which can help to urge correct 

result. There are three sorts of Machine learning algorithmic programs. 

 
Figure 1: Types of Machine Learning 1 
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Supervised Learning 

Supervised learning algorithms take direct feedback for the prediction. supervised learning will be categorized 

in classification and regression methods. KNN, DT, SVM, LR, Artificial Neural Network (ANN), Naive Bayes 

(NB) etc., are some in style algorithm of supervised learning. 

Unsupervised Learning 

Unsupervised learning algorithms don't take any feedback for the prediction. This learning finds the hidden 
patterns in data. 2 easy ideas i.e. principal element Associate in (PCA) and cluster analysis are utilized in 

unsupervised ML. PCAs eliminate very associated options by exploitation variance matrix, eigenvalues and 

eigenvectors. 

REINFORCEMENT 
Reinforcement learning is that the coaching of machine learning models to create a sequence of decisions. The 

agent learns to attain a goal in an uncertain, probably advanced environment. In reinforcement learning, a 

synthetic intelligence faces a game-like situation. The computer employs trial and error to return up with an 

answer to the problem. 

Problem Statement 

The correct and particular rainfall prediction remains missing which can help in numerous fields like 

agriculture, water reservation and flood prediction. The difficulty is to formulate the calculations for the rainfall 
prediction that could be primarily based totally at the preceding findings and similarities and could provide the 

output predictions which might be dependable and appropriate. The vague and erroneous predictions aren't 

handiest the waste of time however additionally the lack of sources and cause inefficient control of disaster like 

terrible agriculture, terrible water reserves and terrible control of floods. 

LITERATURE REVIEW 

There are many researches and research withinside the literature for predicting the rainfall. In this section, we 

can talk a number of the paintings associated with our proposed technique. 

IN [1], this paper deep neural community algorithms are used to are expecting rainfall that offers higher overall 

performance. The use of standardized information with already skilled information also can offer interesting 

outcomes. 

IN [2], this paper used the logistic regression set of rules to are expecting the rain for subsequent day. The 

information gathered for this studies changed into primarily based totally on transactional real-lifestyles 

information of a main Global firm, and private information changed into saved confidential. 

IN [3] paper, K-manner clustering set of rules is used in conjunction with IDW clustering set of rules to 

calculate the are expecting values. This paper accommodates an exam of numerous strategies and an assessment 

of every method on the premise of sure overall performance standards. 

IN [4], linear regression set of rules is used, the primary goal of this paper is to assist farmers for crop 

protection. Here, they are expecting the decrease correlation among numerous vegetation season and 

information outcomes. 

Dataset Features 
This examine is specializing in common temperature, air stress, wind pace, wind route and humidity. The 

parameters are described as: 

1. TEMPERATURE 
It is the diploma to which some thing is warm or cold. It is suffering from numerous elements like latitude, 

altitude, and distance from the sea, wind with ocean current. It impacts the rainfall in a manner that the quantity 

of water vapor withinside the ecosystem determines the quantity of rainfall as mild or with a heavy shower. 

2. WIND DIRECTION 
It is the beginning of the wind from wherein it generates. The route of the wind determines the precipitation. 

Therefore, it's also essential to research the route of the wind as a parameter for the rainfall prediction.  

3. WIND SPEED: 
It is the rate of the air transferring from excessive stress to low stress. The wind pace is in near correlation to the 

rainfall and it's miles important to recollect it as an enter for prediction. The growth withinside the wind pace 

decreases the depth of the rainfall. 
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4. HUMIDITY 

It is the quantity of water vapor gift withinside the air for a given temperature this is giant for saturation of 

vapours to shape clouds. The accelerated moisture withinside the air will accommodate excessive saturation. 

The humid weathers revel in extra precipitation than the dry weather. 

5. AIR PRESSURE 
The air stress is the stress withinside the ecosystem of the earth. The air stress decreases with the growth 
withinside the elevation from the earth surface. For example: the air stress on mountains is much less compared 

to plains. 

METHODS USED 

1. LINEAR REGRESSION 
Linear regression is one of the famous and understood set of rules in device gaining knowledge of. It is 

primarily based totally on supervised gaining knowledge of. This regression allows to discover the linear dating 

among structured variable and unbiased variable. It is used to are expecting a structured variable fee primarily 

based totally on a given unbiased variable. 

y = mx + c 

wherein, 

y = structured variable 

m = slope 

x = Independent variable 

c = Intercept. 

Univariate linear regression: Univariate linear regression focuses on determining relationship between one 

independent (explanatory variable) variable and one dependent variable. Regression comes handy mainly in 

situation where the relationship between two features is not obvious to the naked eye. 

Multivariate Linear Regression : This is quite similar to the simple linear regression model, but with multiple 

independent variables contributing to the dependent variable and hence multiple coefficients to determine and 

complex computation due to the added variables. 

2. Logistic Regression 
Logistic regression is used for specific variables. This set of rules is primarily based totally on supervised 

gaining knowledge of. Linear regression is sort of a straight-line regression, however logistic regression 

generates a sigmoid curve. Based on a predictor or an final results variable, the logistic regression produces 

sigmoid curves which constitute 0 to at least one fee primarily based totally on logarithmic functions. 

Univariate logistic analysis: When there is one dependent variable, and one independent variable; both are 

categorical; generally produce Unadjusted model (crude odds ratio) by taking just one independent variable at a 

time.. 

Multivariate logistic: When there is one dependent variable, and more than one independent variables; All are 

categorical; produce Adjusted model (adjusted odds ratio) by taking all the independent variables at a time. [i.e. 

univariate logistic becomes multivariate when there are more than one independent variables at a model.] 

3. SVM (Support Vector Machine) 

SVM is a technique of device gaining knowledge of regression and category. Modelling SVM includes steps: 

education a facts set to construct a version, after which predicting records from a take a look at facts set with the 
aid of using the usage of that version. The SVM version depicts the education facts factors as factors withinside 

the n-dynamically spatial variety, then maps them in a manner that separates the factors of diverse lessons from 

the broadest variety possible. Kernel plays a vital role in classification and is used to analyse some patterns in 

the given dataset. They are very helpful in solving a non-linear problem by using a linear classifier. The 
function of a kernel is to require data as input and transform it into the desired form. Different kinds of kernel 

functions are used in different SVM algorithms. Some of kernel functions are: 

i. Gaussian Radial Basis Function (RBF)  
It is one of the most preferred and used kernel functions in SVM. It is usually chosen for non-linear data. It 

helps to make proper separation when there is no prior knowledge of data. 

https://dataaspirant.com/implement-logistic-regression-model-python-binary-classification/
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Formula: 

F(x, xj) = exp(-gamma * ||x - xj||^2) 

ii. Sigmoid Kernel 
It is mostly preferred for neural networks. This kernel function is similar to a two-layer perceptron model of 

the neural network, which works as an activation function for neurons. 

Formula: 

F(x, xj) = tanh(αxay + c) 

iii. Linear Kernel: 

It is the most basic type of kernel, usually one dimensional in nature. It proves to be the best function when 

there are lots of features. The linear kernel is mostly preferred for text-classification problems as most of these 

kinds of classification problems can be linearly separated. 

Formula: 

F(x, xj) = sum( x.xj) 

4. Random Forest Regression: 

This set of rules is primarily based totally on supervised gaining knowledge of which makes use of ensemble 

method to get the correct results. It makes use of a couple of selection timber and method to mix a couple of 

selection timber with a view to get correct very last output instead of counting on unmarried selection tree. 
Major downside of selection tree is that it reasons over becoming. This downside is minimized even as the 

usage of a couple of selection tree in random wooded area regression. 

5. K-means clustering: 
K- means clustering is an unmanaged gaining knowledge of set of rules that is used to clear up the clustering 

issues. It organizations the unlabelled dataset into exclusive clusters. Unlabelled facts is portions of facts that 

don’t have precise traits, properties, etc. This set of rules is centroid primarily based totally set of rules, wherein 
every cluster is related to the centroid. The goal of this set of rules is to discover the minimal sum of distances 

among the facts factor and their corresponding clusters. 

Flowchart for rainfall prediction: 
The under facts flowchart outlines the choice of enter and the technique to get the output that during this 
observe is the rainfall prediction. The flowchart illustrates step one as a choice of inputs which might be 

parameters, processing of those inputs and finishing education, trying out and validation for correct and specific 

output this is rain forecast. 

 
Figure 2: Flowchart 1 

https://dataaspirant.com/neural-network-basics/
https://dataaspirant.com/popular-activation-functions-neural-networks/
https://dataaspirant.com/nlp-text-preprocessing-techniques-implementation-python/
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Evaluation Techniques for prediction of rainfall 

1. Confusion matrix 

A confusion matrix is N x N matrix used for comparing the overall performance of a category version, wherein 
N is the wide variety of goal classes. The matrix compares the real goal values with the ones expected through 

the system studying version. This offers us a holistic view of the way properly our category version is acting 

and what forms of mistakes it's miles making 

2. PRECISION 

Precision refers back to the wide variety of actual positives divided through the whole wide variety of nice 

predictions (i.e., the wide variety of actual positives plus the wide variety of fake positives). Real international 

fashions by no means have 100% precision. 

3. RECALL 

Recall on this context is described because the wide variety of actual positives divided through the whole wide 

variety of factors that truly belong to the nice magnificence (i.e. the sum of actual positives and fake negatives, 
which can be gadgets which have been now no longer labelled as belonging to the nice magnificence however 

must have been). 

4. ACCURACY 

Accuracy is a metric that summarizes the overall performance of a category version because the wide variety of 

accurate predictions divided through the whole wide variety of predictions. 

6. Receiver operating characteristic curve  

An ROC curve (receiver operating characteristic curve) is a graph showing the performance of a classification 
model at all classification thresholds.  An ROC curve plots TPR vs. FPR at different classification thresholds. 

Lowering the classification threshold classifies more items as positive, thus increasing both False Positives and 

True Positives. The following figure shows a typical ROC curve. 

 

ROC Curve 1 

● True Positive Rate: 

True Positive Rate  is a synonym for recall. 

 

● False Positive Rate: 

False positive rate (FPR) is a measure of accuracy for a test. 

 

i. 
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i. True Positive: True Positive: the truth is positive, and the test predicts a positive. 

ii. True Negative:  The truth is negative, and the test predicts a negative. 

iii. False Negative:  The truth is positive, but the test predicts a negative. 

iv. False Positive: The truth is negative, but the test predicts a positive. 

METHODOLOGY 

Initially, historic facts become accumulated which consist of various attributes. One of the demanding situations 
that face the know-how discovery technique in rainfall facts is negative facts quality. We get rid of the lacking 

price records. In our facts we've little lacking, due to the fact we're operating with rainfall facts. Applying pre-

processing and remodeling the rainfall facts specific algorithms are used. Algorithms which we used on this 
prediction is Linear regression, Logistic regression, Support Vector Machine (SVM), Random Forest regression 

and K-method fashions. Precision & Recall could be examined and Comparison could be made. The dataset 

includes rainfall facts from year 1901 to 2019. It considers handiest monsoon months i.e. June, July, August, 

September & common rainfall from June-September. 

Here four regression fashions & 1 category version is used. 80% of the facts set is applied for education to 

evaluate those fashions, at the same time as 20% are used for validation and trying out. The overall performance 

of the 4 classifiers is classed the usage of accuracy, sensitivity, specificity, precision. In each set of a pattern the 
actual nice, actual bad, fake nice and fake bad charges are represented withinside the desk under and a 

confusion matrix layout is likewise shown. The precision and specificity rankings of numerous actual negatives 

are inaccurately excessive withinside the desk. 

CONCLUSION 

From the study, We would like to conclude that the algorithms which we used can be used to perform prediction 

model. Here, we have taken features, perform analysis and test the algorithm to get accurate results. 
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ABSTRACT 
 Stemming is a method of reducing inflected words to their root or stem form. This is applicable for both the 

suffix as well as prefix Stemming is a text mining preprocessing step that is commonly used for Natural 
Language Processing (NLP). A stemmer can perform the operation of morphologically identical words being 

changed to root words without performing morphological analysis on that term. It is useful for improving 

performance in many areas of computational linguistics and information retrieval work. The idea of stemming 

is to improve the efficiency of information retrieval. Stemming is the way of eliminating a word's inflectional 
and sometimes derivationally related forms to a single root form. In this paper we have discussed about Suffix-

prefix stripping method, and we obtained accuracy of 65.5% for morph analysis of noun phrases. 

Keywords: Natural Language Processing, Morphological analysis, Stemming, WordNet Lemmatize 

INTRODUCTION 

Morphology is the part of linguistics that analyses word structure. The set of categories and rules involved in 

word formation is known as morphology. [9] Understanding words is fascinating because it is vital for human 

society. It is hard to imagine a human language with no words at all. Many definitions of word have been 

established, and they can be found in dictionaries or linguistic textbooks. 

Words are the smallest meaningful unit of a language [9]. The words are distinct in both pronunciation and 

meaning. It signifies that the term has the simplest possible meaning in linguistics and may stand alone without 
further explanation.  For example: word; sleep, teach, write, etc. The words "sleep," "teach," and "write" 

cannot be split into smaller parts that can convey meaning on their own. They are just a part of a sentence that 

has a function to convey the meaning if they stand with other elements in a sentence [12]. 

As indicated above, Inflectional and Derivational morphemes comprise of bound morphemes. The morphemes 

that do not create new meaning are known as inflectional morphemes. The syntactic category of the words or 

morphemes to which they are linked is never changed by these morphemes.  They simply enhance the 

previously established meaning of the words to which they are attached by refining and providing more 

grammatical information [12]. 

What is Morphological Analysis? What is the use of Morphological Analyzer? 

LITERATURE WORK 

Vocabulary knowledge and learning strategies 

Words are significant aspects of linguistic knowledge and are part of a speaker's mental grammars. The smallest 

meaningful unit of a language are words. People can create phrases, paragraphs, texts, and even discourses by 
starting with words. When people study words, they discover certain parts of the words, such as the root, stem, 

base, morpheme, syllable, prefix, and suffix. Morphology, a part of linguistics that analyses the nature and 

arrangement of morphemes to create words, includes all of them. Morphology is concerned with the process of 

word formation, specifically the methods in which various types of words are generated. It also explains the 
phonological process that occurs during word formation. Morphology discusses the methods that lead to 

the formation of words, specifically the patterns in which various kinds of words are formed. In short, 

morphology is the study of word formation, whereas morphological analysis is the study of how words are 
formed. The majority of English words are created through affixation, which involves adding a prefix, a suffix, 

and an infix to the root of the words [9]. 

MORPHOLOGY 

Morphology has vital impact on the development and perception of English Words.  Morphemes are the 
smallest elements of word that convey meaning. That include roots, stems, prefixes and suffixes. The capacity 

to use this moderate level of dialect is essential to build an overwhelming vocabulary and grasping English 

content. Morphology refers to the implementation of morphemes, the components of words that contains the 
values. The precise role of morphology varies by language, depending on the word arrangement forms used in 

each regional language. In terms of English, morphemes supply the raw materials for the creation of new words, 

and expertise of morphemes leads to the English language's generative force. Numerous new words are 

universally recognizable since they are derived from well-known morphemes [7]. 
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 Basic word classes (parts of speech) 

 Nouns: people, library, industry, etc. 

 Verbs: start, walk, think, etc. 

 Adjectives: sweet, warm, tough, etc. 

 Adverbs: carefully, innocently, etc. 

There are different types of Morphemes 

Inflectional Morpheme – Various combinations of the same word are created by inflection. For example: 

Verbs: to be, being, I am, you are, he is, I was. 

Nouns: One book, two books. 

Derivational Morpheme – Derivation creates different words from the same lemma: 

grace  disgrace  disgraceful  disgracefully 

Prefixes and Suffixes are the most common affixes[8]. 

Prefix: An affix that goes before a root(base) word. 

Examples re-, un- (re-read, un-loved) 

Suffix: An affix that goes after a root(base) word. 

Examples -est, -er, -s (quick-est, quick-er, read-s, book-s) 

sign     +     s        signs 

 

 

 

base     suffix 

 

de    +    sign    +    ate/    +     ion       designation 

 

 

Suffix 

prefix       base 

RESEARCH QUESTIONS 

Morphological awareness refers to the ability to identify the significance and structure of morphemes that are 

part of or linked with a word. The relationship between morphology and vocabulary knowledge will be 
examined in this study. Two sets of research questions were addressed in this study: 

1. Does morphology contribute to vocabulary teaching and learning process? 

2. Do morphological strategies help learners to enlarge their vocabulary knowledge? 

METHODOLOGY 

The proposed method contains suffix-prefix stripping algorithm for Noun form of English Language. 

After understanding linguistic behavior of English grammar, the authors have identified the most appearing 

affixes and studied their behavior. Affixes are as shown in Table 2. 

Some of the most frequently used Suffixes are shown in Table 3 and Prefixes are shown in Table 4. 

TABLE 1. Stemming Analysis Of Different Languages. 

System Methods Approach Language Dataset 

[1] Longest Matched Rule based Hindi Online Hindi 
News, 
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Magazines, 

Films, 

Health, 
business, 

Sports & 

Politics 

[2] Take-all-split method Hand-crafted Suffixes Gujarati EMILLE 
Corpus 

[3] n-gram Method Suffix Stripping Marathi Marathi 

Corpus 

internet 

[4] Take-all-split, POS based Suffix Stripping, Rule Based Gujarati EMILLE 

corpus 

[5] Brute force technique Suffix Stripping Punjabi Online 

Newspaper, 
Dictionaries, 

Articles 

[6] Longest Matched Rule Based Gujarati EMILLE 
corpus 

TABLE 2. Affixes Used In Word Formation 

Prefixes Suffixes 

Auto-, Dis-, Mid-, 
Non-, Over-, Out-, 

Super-. 

-ies, -es, -ss, -s, -ment, -
eer, -ee, -or, -ion, -ship, 

-th, -ix, -i, -tion, -sion, -

ant, -ent, ity, -ness, -ing, 

-ance, -al, -ial, -ism. 

TABLE 3. Most Common Suffixes Used In Word Formation 

Suffix Example Occurrence Accuracy 

 

-ing Wedding, 
Warning, Holding, 

Undertaking, 

Meeting, Working, 
Shooting, 

Opening. 

38 100% 

-ity Personality, 

Security, Reality, 
University, 

Quantity, 

Possibility 

15 36% 

-ment Agreement, 
Employment, 

Judgment, 

Management, 
Measurement 

32 70% 

-ion Action, 

Association, 

Collection, 
Connection, 

Inspection, 

Selection 

26 48% 

TABLE 4. Most Common Prefix 

Prefix Example Occurrence Accuracy 

Auto- Autosuggestion, autocorrect, automobile, autorotation 24 55% 

Over- Overcontrol, Overcharged, Overconfident, Overdressing 20 48% 
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Fig. 1 Describes the approach used in English Stemmer. 

 
Fig. 1. Suffix-Prefix Stripping Approach 

RESULT AND DISCUSSION 
English has a morphologically diverse vocabulary. Which has so far included execution of morphological 

investigations in the English language. Most of them are descriptive in nature. The morphology of English has 

not been thoroughly studied from a computational perspective. Due to which there exist some insufficient work 

from a computational point of view. 

After  having  been  corrected  and analyzed, some errors were found and most of the errors are about 

derivational in class word. Proposed work of  English Morphological Analyzer using Brute Force Technique 

considering Suffix-Prefix stripping approach has an accuracy of  65.5% as shown in Table 5. The problem faced 

in remaining 35.5% was some exceptional cases which needed different set of rules. 

TABLE 5. Result Analysis Of Proposed System 

Tested on 

Language 

Total 

Words 

Proposed 

Method 

Approach 

Used 

Accuracy 

English 1000 Brute 

Force 

Technique 

Suffix-

Prefix 

Stripping 

65.5% 

The proposed stemmer uses nltk,pattern lemmatizer as a base tool which fails to produce proper lemma due to 

which our system fails in identifying the proper lemma form a word . For example if we give “Application” 

word  as input to the system and it should give “Apply” as output but it fails to lemmatize . 

CONCLUSION 
This paper presents conceptual framework concerning Morphological analysis. This analyzer is based on 

Suffix-Prefix Striping method. The stemmer performs with an accuracy of 65.5% considering noun form of 

words with Suffix and prefix. The Analyzer can classify the Root word, Parts of Speech (POS), Suffix and 
Prefix. n the stripping of the morphemes the various morphemes pattern combinations are tested. POS tagging is 

very much depended on Morphological Analysis and lexical rules of each category. The stemmer can be 

improved so as to minimize under stemming and over stemming by enriching the rule set. Apart of this, a hybrid 

approach, i.e. usage of rule set along with statistical approach can be applied so as to generalize the stemming 

process [10]. 
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ABSTRACT  

 Robotic Process Automation (RPA), in other words, this is the technology that deals with the applications of 
machines and computers to generate good amount of revenue and profits. With the help of this tool, one can 

automate the processes which are rule based and repetitive in nature and does not require any kind of human 

intervention. So, the present study focuses on UiPath Tool which is based on RPA. UiPath is a tool for RPA 

technology partners who develop and deliver software that helps to automate business processes. UiPath 
Orchestrator is a web- based application that runs and manages UiPath Robots. It is capable of deploying 

multiple Robots, making queues, assets, getting interactive with the action center, storage bucket and 

monitoring and inspecting the activities of UiPath Robots. UiPath Robot is an application service. One of the 
important components of UiPath is that it can open interactive/non-interactive window sessions to execute 

processes which are developed using UiPath Studio as well as UiPath Recording method. Sometimes, it is 

also called a performance agent as it carries out automation projects, or even called a runtime robot as it 

executes process generated by developing or recording processes in UiPath Studio. Author is in the RPA 
industry, and has worked on many clients’ side projects (mostly Banks) and faced many problems while 

developing transaction based operations such as: - a)Per day frequency of transaction is high, b) Due to 

security reasons, Banks will not allow outside web-portal accesses such as Orchestrator, c) To transact per 
data, UiPath Robot takes 2-5 mins to complete it, d)Bank prefers to use only one robot per process, they won’t 

be able to use another robot for another process because process is not made in multi-bot architecture even 

though many robots are available to utilize, e) Banks mostly use database to store the data. To overcome the 
above-mentioned problems, we have come up with Multi-Bot Architecture using Database which has never been 

done before, it will also revolutionise the transactional processes which uses database. 

Keywords: RPA, UiPath Tool, Robot, Multi-Bot, Architectures, Database, SQL, TransactionItem, Stored 

Procedure, Queues. 

I. INTRODUCTION 

As we are in the RPA industry from the past 2 years and have mostly worked with banking clients and also s 

ince the banking sector is the most secured sector than any other sector - we have analyzed that m o s t  of  
t h e  process of a bank is transactional, and the frequencyof transactions vary from process to process and 

banks to banks but one thing is common among them is number of transactions we get to process is high 

and mostly repetitive as banks have millions of customers/Accounts. Due to the above mentioned reasons 
some of the banks do not find i t promising to Implement RPA in the banking Sector. Hence, we came up 

with Multi-Bot Architecture using Database solution to gain the trust of m o r e n u m b e r o f   banking 

sectors in order to implement RPA. However, without a doubt - out of many sectors, banking sectors are 

the one’s who adapted RPA the most. 

Now-a-days companies who provide RPA as services are mostly targeting the banking sectors and the reason is 

that maximum number of tasks which are repetitive in nature can be found. Since we have faced this challenge 

on so many locations, we decided to find the permanent solution for it. Also, the banks that we have worked for 
are not using one of the UiPath Components i.e. Orchestrator. If they would have been using that component, it 

would have been much easier for us to implement the Multi- bot Architecture. But that is not the case over here, 

in all the processes they are using database to keepand store the processed data. Consider one example, The 

frequency of per day transaction is around 1,000 and these transactions needs to be completed within a day 
only. To complete the whole process, every bank has an entire department to achieve the per day goals. Manual 

operation takes around 10-15 minutes to complete each transaction, whereas the same task if performed by the 

robot would take around 5-7 minutes to complete each transaction. Here, we are saving almost 50% of the 

execution time, yet it is not feasible by the bot to complete these many transactions per day. 

Since we are facing the same challenge over and over again, we decided to create our own Multi-bot 

Architecture using Database. The reason behind adopting this method is to reduce the process execution time 
and optimize it to such a level that even if in the future, the frequency of the transactions will increase but it will 

not affect the process execution time that much. 
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II. BACKGROUND AND MOTIVATION 

A. Background 

Now-a-days, there is not a single which are not affected by the automation system. Few of the examples involve 
washing machines, microwave ovens, autopilot mode for automobiles and airplanes, nestle using Robots to sell 

coffee pods in stores in Japan, Amazon using drones to deliver products in the US, our bank checks being sorted 

using (OCR Optical Character Recognition), and ATMs. 

The term automation is derived from the Greek words, autos meaning self, and motos, meaning moving. 

Automation, in other words, this is the technology that deals with the applications of machines and computers to 

generate good amount of revenue and profits. With the help of this tool, we can automate the processes which 

are rule based and repetitive in nature that does not require any kind of human intervention. 

With the arrival of computers, many software systems have been developed to accomplish tasks that were 

previously done on paper to manage businesses, or not being done at all due to the lack of tools. Some of these 

are bookkeeping, inventory management, and communications management which are now has been 
replaced by the latest tools are called as Enterprise Resource Planning (ERP) like SAP, Oracle cloud ERP, 

NetSuite ERP, Microsoft Dynamics andmany more. 

B. Motivation 

In digital marketing and e-business,  RPA organizations want to target large amount of customer with high 

successrate of consumer retaining. 

Banks have large number of repetitive tasks, which can be handled by Robots easily and efficiently. So, we 

want toachieve this task with more efficiency, accuracy, timesaving, Long-term profits to end-user. 

III. RELATED WORK 

Related work of this particular research is based on thereal-life experience in which we have mentioned few of 

thebelow points: 

1. What is Orchestrator, Queue and Assets 

2. How multi-bot is been implemented using queue 

3. Limitations and Disadvantages of Multi-bot Architecture using Queue 

4. How we can overcome the limitations and disadvantages of Orchestrator Queue using Database Multi-bot 

Architecture 

A. UiPath Orchestrator 

It is a web-based application that lets you manipulate or manage your robots, hence the name Orchestrator. It 
runs on a webserver and connects to all the Robots which are connected to that particular network or 

orchestrator,  whether attended, Unattended, or Free. It has a web-based interface that enables the 

orchestration and management ofhundreds of Robots with a click. Orchestrator lets you manage the creation, 
monitoring, and deployment of resources in your environment, and also can manage to divide the operation 

evenly among the robots which can help to achieve to complete the process not only on time but before it, 

action center which allows to assign particular document understanding or form task to other users which are 

available in the orchestrator. Orchestrator acting in the same way as an integration point with third- party 

applications. Orchestrator's main capabilities: 

a)  It helps in creating and maintaining the connection between Robots  

b) It ensures the correct delivery of the packages to Robots 

c) It helps in managing the queues  

d) It helps in keeping track of the Robot identification and generate the reports for of the robots like results of 

successful and unsuccessful transaction which can be useful for the end- user to find out the accuracy of the bots 

and helps to generate reports of return on investment (ROI) e) It stores and indexes the logs to SQL or 

Elasticsearch. 

B. QUEUE 

Queues work as a data bucket that stores tasks that need to be implemented and executed by the robots. To 
simplify the same in simple words we can take one example for the same, consider there is group of people 

formed a line for to purchase ticket in front of ticketing counter. The logic of queue will work like the person 
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who is standing line first will get the ticket first and will be out from the same line first. The same thing applies 

in the queue. Consider line as queue and people are task that need to be perform, then the ticketing person will 

be assume as robot who will call person one by one and complete its task according to their requirements. This 

method is also known as first in First out (FIFO). 

Similarly, in the case of Robots, when we have a number of operations that are to be performed and when the 

server is busy, then tasks are moved in a queue and waits until the server is free once the server is free then 
robot will perform its work accordingly, and they are implemented on the same logic First in First Out (FIFO). 

To create a new queue, search for the Queue option in the Orchestrator Server listed on the Top side of the 

website in Shared Folder or My Workspace Folder or in My Folder then inside the Queue page, you can add 

one. It gives you the permission to access all those Queues that have already been created or been created by the 
user to perform necessary operations on it. It contains some information about the task such as the 

remaining time, progress time, average time, description, and so on. Wecan trigger another process with help of 

queue base trigger. When new transaction has been added inside the queue, the queue will trigger the process 

which has been mapped with the particular queue name. 

We can also add queue items from UiPath Studio and there are various activities that helps to add data in the 

queue, which are listed as follows: a) Add Queue Item: This activity is helps to add new item in the queue and 

its status will be set as new. b) Add Transaction Item: This activity is used to add an item to the queue to start 
the transaction and set the new item status as “In Progress”. We can also add custom reference for each 

respective transaction. c) Get Transaction Item: The purpose of this activity is to get an item from the queue to 

execute and process on it and set its status as In Progress so that another robot does not take the same 
transaction to process to avoid the same transaction process execution. d) Postpone Transaction Item: The 

purpose of this activity is to postpone the transaction to be executed and set its status as postpone and as input 

parameter it takes “QueueItem” datatype. e) Set Transaction Progress: The purpose of this activity is to set the 
custom progress of the particular transaction item and change the status of “In Progress” transaction item as per 

user requirement. f) Set Transaction Status: The purpose of this activity Is to change the status of particular 

transaction item to either successful or failed. 

C. Assets 

Assets are of two types: 

1. Get Asset 

2. Get Credential 

The Get Asset and Get Credential activities are used in Studio, and the purpose of this activities are to request 

information from Orchestrator about a specific asset, based on its provided Assets Name. The name of the asset 

is required in order to fetch the data from already existed assets which are available or created in orchestrator 
database, so that robot can fetch the information from asset in order to use the same data in the process. To 

perform the same to get asset information from orchestrator robots needs to have a permission to fetch 

information which are being used in automation project. 

D. How Multi-bot Architecture is been implemented using Queue 
First, we build a process according to its business logic, and then we integrate the implemented process in the 

RE-framework architecture. Then we deploy this same integrated RE-Framework process into different 

machines. After the deployment, all the machines will hit the same orchestrator queue and get the transaction 
item from it and start processing the data as per process. While one transaction is in process the other 

machines will not pick the same transaction data, they will pick the next transaction data from the Queue Items 

and start processing the same.  And after the transaction is completed the same will be updated to the 

orchestrator. 

This process will repeat until all the transactions in queue are not completed. This is an in-built functionality of 

orchestrator queue, once the particular transaction item comes into action it will change its state from new to 

pending in background and on the basis of that bot will be able to identify whether particular transaction is in 

use or not, if it is in use then robot will skip that transaction item and take another one if it is available. 

E. Limitations and Disadvantage in Multi-bot Architecture using Queue 

At least one in-built function has some the disadvantages and here we have the live case for the same.Consider 
that one process has been published on multiple production environment to execute the same task and divide the 

transaction items to complete the process as early as possible. Before we fetch the data form transaction item, 

we have to publish the data to the queues then and only robot will be able to fetch the same data in the flow, and 
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here comes the major disadvantage that is data duplication. While uploading the data in queue, the queue does 

not have the functionality like database toavoid data duplication. 

Even if we pushed the same data again, we could do nothing about it unless the same transaction gets complete, 
and queue get empty. Whereas we can handle the same scenario in database level and put some validation point 

where we can check for the data duplication and avoid the same. 

As we said earlier, consider we have frequency of per day transaction is huge then we cannot afford to perform 
the operation on the same transaction item. Also, if we consider that, this process is of banking sectors then bank 

will either face the loss of money or the loss of time. So, for the same reason this could be the biggest 

disadvantage of the queue based multi-bot architecture. 

To use the orchestrator queue, we need to install orchestrator in the environment. Since the orchestrator is such 
an expensive tool, which is not possible some of the clients to purchase the same. Standard Orchestrator 

(basic) cost around 25000$ which is current price, and it goes up to the 50000$ according to the feature and 

functionality you want in the orchestrator, but we can avoid this part and still can build the same using database 

and it is not that much costly that client could not afford. 

F. How we can overcome the limitations and disadvantages of Orchestrator Queue using Database based 

Multi-bot Architecture 

In the previous section we discussed about the limitations and disadvantages of queue based multi- bot 
architecture, where we found some of the disadvantage of the architecture which could lead the process to major 

loss of any kind with respect to its sector. With the help of database, we can overcome all the points which has 

been mentioned in previous point i.e., Data Duplication, no need to setup and internet- based application 

(Orchestrator), intrawork network would be fine if we use database and so on. 

We can resolve so many obstacles by just changing the one application and we can still achieve the same thing 

which we can achieve in Queue based Multi-bot Architecture. 

IV. METHODOLOGY 

Here we propose Re-framework architecture which is in-built framework in UiPath Studio. We have re- 

structured this framework so that we can integrate the multi-bot architecture into it. RE-Framework basically 

has 4 states i.e.,  

1) Initialization State, 2) Get Transaction State, 3) Process State and 4) End Process State. 

The working mechanism of RE-Framework is like, first the bot will go to the Init State in which robot 

init ia lize the necessary variables,  read the configurationfiles, initialize, and store the data into the 

dictionary and initialize the application that need to be open. 

Once this state is done then robot will go to the Get Transaction State in which robot will fetch the single data 

from database and set the status of same data into ‘In Progress’ and store inside the ‘TransactionItem’ 
variable. Then robot will go to the Process State and perform task which has been designed according to 

business logic. Once the process state is executed, after that, 3 transitions come into the picture where robot 

will navigate to each transition is dependent upon the process state. If process state is executed successfully 

then robot will navigate to the Successful Transition and update the status of fetched data to ‘Completed’ with 
no exception message. If process state is executed with business exception, then robot will navigate to 

BusinessException Transition and update the status of fetched data to ‘Failed’ with business exception 

message and navigate back to Get Transaction State to get next data. 

If process state is executed with system exception, then robot will navigate to SystemException Transition and 

update the status of fetched data to ‘Failed’ with system exception message and navigate back to Get 

Transaction State to get next data. After that robot will navigate to Get Transaction State and try to fetch the 

data, if data is available then robot will perform the same steps mentioned above and if no data available, then 
robot will navigate to End Process State where we close the all the opened applications and finish the process. 

We can even generate the fallout report or exception report in the End Process state. 
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Algorithm 4.1: Algorithm for Get Single Query at a Time. 
Input: RoboName, ProcessedBy Output: Refined table. 

Step 1: Declare the Variable RoboName Varchar (MAX)and ProcessedBy Varchar (MAX). 

Step 2: Fetch the single data from its desired table. 

DECLARE @Sbl Varchar (50) 

SELECT TOP 1 @Sbl = Symbol from Yahoo_Finance WHERE [Robo Name] is null AND Status is null 

Step 3: Update the same fetched query and set its status to ‘In Progress’ state 

Update Yahoo_Finance SET [Robo Name] = @RoboName, [Processed By] = @ProcessedBy, Status ='in 

progress' WHERE Symbol = @Sbl 

Step 4: Again, select the same query to perform operation on it. 

SELECT TOP 1 * FROM Yahoo_Finance WHERE [Robo Name] is not null and Status = 'in progress' and 

Symbol = @Sbl 

Step 5: Refined Table. 

This algorithm 4.1 first fetches the top 1 query from table whose RoboName and Status is null and store it into 

one variable for further query use. Then we will update the data of RoboName = @RoboName, ProcessedBy = 
@ProcessedBy, Status = ’In Progress’ column using where condition in which we will pass @Sbl variable which 

we declared earlier, and again select the same data whose status we update as ‘In Progress’ and give the same as 

output datatable to proceed further to capture the necessary details form website. 
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TABLE 1 

 

Refined Output of Algorithm 4.1 

 

Algorithm 4.2: Algorithm for Updating Transaction Data. 

Input: Symbol, Company Name, Current Share, Increased or Decreased, Close At, Exception Message, Status. 

Step 1: Update the Transaction Item with the Captured Data 

UPDATE Yahoo_Finance SET 

[ C o m p a n y N a m e ] = @CompanyName, [Current Share] = @CurrentShare, 

[ I n c r e a s e d o r D e c r e a s e d ] = @INC_OR_DEC,[Close At] = @CloseAt, [Exception Message] = 

@ExceptionMessage, Status = @Status WHERE Symbol@Symbol 

This Algorithm 4.2 will update the necessary columns which needs to be updated according to the business 
loginand these fields will be updated on the basis of the data which has been extracted form webpage like 

Company Name, Current Share, Increased or Decreased, Close At, Exception Message and Status to keep the 

track of recordsand status. 

V. CONCLUSION 

In this paper, we studied the better approach for multi-bot processes, which could best fit in the banking sectors 

and other relevant sectors. Also, how we can minimize or nullify the disadvantage of queue based multi- bot 

architecture with the help of database based multi-bot architecture. 

Database based multi-bot architecture approach reduces the processing time, increases the accuracy, avoid 

the data duplication unlike orchestrator queue. 

With this approach, if we increase the number of robots who work simultaneously on the same process will 

decrease the huge amount of time depending upon the number of robots allocated. 

At Last, we have analyzed and got to the conclusion that :- 

1. For Yahoo Process we have built as a sample with Multi-Bot Architecture with 1 Robot takes approx. 

30:00 Mins. 

2. For Yahoo Process we have built as a sample with Multi-Bot Architecture with 2 Robot takes approx. 

12:00 Mins. 

More than half of a time is saved. 

Here we conclude that, Multi-bot architecture using database is better than Multi-bot Architecture using Queues 

with the concrete results. 
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ABSTRACT 

Social media has completely revolutionized the way we consume content, especially since the pandemic. This 
has had major implications and ramifications upon the production, distribution and consumption of online news 

content. The accessibility of online news content is incomparably swift when one looks at other kind of 

traditional media; however, this has also had a significant impact upon its accuracy, which in turn has affected 

its credibility. Of all the news beats appearing on social media, politics is the one that has drawn less scrutiny 
of researchers with respect to the level of credibility associated by its users, especially the adolescents. 

According to several studies, adolescents have displayed greater vulnerability when it comes to placing trust in 

in political news stories. This study intends to understand the perception of credibility associated by adolescents 
with respect to political news stories on the following social media platforms: WhatsApp, Facebook and 

Instagram. The research approach of this study is qualitatively quantitative and the primary aim is to measure 

Credibility on the basis of three sub dimensions: Believability, Fairness and Accuracy, using Likert’s scale. The 

method of data collection shall be by the use of a questionnaire, which will be administered to one hundred 
respondents in the age group of 17-22. The findings of this study are that the level of credibility associated by 

young adults to political news stories appearing on the above-mentioned social media platforms are on the 

lower side. 

Keywords: News, social media, politics, credibility, believability, accuracy, young adults, adolescents 

INTRODUCTION 

The rise of social media has democratized content creation and has made it easy for everybody to share and 

spread information online. 

Social media has become one of the important platforms for interaction, information sharing and news 

consumption. Considering the medium is dynamic oriented, the authenticity and credibility associated with 

social media and its content is generally questionable. 

Social media appears to become a collective voice of agreement, where users and friends within the network 

have the power to recommend good media contents amongst them, and trust and believability gets associated 

with the content and across the networks or communities residing in the Internet (Shahrinaz & Latif, 2013). 

Often age affects credibility attitudes towards online content. Even personal preferences can affect the perceived 

credibility of internet. 

The majority of the public follows news and information with great interest and frequency.  And trust seems to 

be an important component related to how much people interact with news in general. 

It’s interesting to find out whether political news on social media platforms offer credible, accurate and 

objective news by the adolescents. 

LITERATURE REVIEW 
With increase in the popularity of social media, more and more people are consuming news from social media 

instead of traditional media. 

Social media helps in creating propaganda through an established network. Generally, a person believes 
information on social media because the people he chooses to follow share things that is in synchrony with his 

belief system. Then, that person tries to share the same information with others in his network. With enough 

sharing, a social network accepts the propaganda story in effect.  (Jarred, 2017). 

New form of social technologies like Twitter, Facebook have facilitated rapid information sharing and cascades 

that can spread misinformation or information that is inaccurate or misleading (Soroush, Roy, & Aral, 2017). 

Social networking sites and blogs has helped the news become a social experience in fresh ways for consumers. 

People use their social networks and social networking technology to filter, assess, and react to news. The 
ascent of mobile connectivity via smart phones has turned news gathering and news awareness into an anytime, 

anywhere affair for a segment of avid news watchers (Purcell, Mitchell, Rosenstiel, & Olmstead, 2010). 
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Age is a chief contributor in the way people evaluate a news organization’s online content. News readers of a 

relatively younger age group attach greater significance than older news readers. (2016) 

People appear to judge attitude-consistent sources and balanced sources as comparably, if not equally, credible, 

and both credibility and selective exposure should be weighed equally (Metzger, Hartsell, & Flanagin, 2015). 

College students heavily rely on the internet for academic and general information and they verify it only 

marginally. They find the information on net to be more credible than adult population (Metzger, Flanagin, & 

Zwarun, 2003). 

OBJECTIVE 

The aim is to investigate the degree of credibility associated by adolescents with social media for political news 

consumption on the basis of the three dimensions: Believability, Fairness, and Accuracy 

HYPOTHESIS 

H0: Adolescents associate a high level of credibility with social media consumption for political news 

Ha: Adolescents don’t associate a high level of credibility with social media consumption for political news 

RESEARCH QUESTION: 

Is the credibility associated by adolescents significantly high with respect to political news stories on social 

media? 

RESEARCH METHODOLOGY: 
The approach adopted is quantitative as one of the objectives is to mathematically test the hypothesis. The tool 

of data collection used was a survey technique administered through the platform - Online Google forms. The 

questionnaire enables the researcher to determine whether the adolescents feel political news on various social 
media platforms of Whatsapp, Facebook and Instagram are they believable, credible and accurate. However, 

this approach doesn’t not allow to obtain an in-depth exploration of the subjective experience derived by the 

respondents while consuming the news content. 

Sampling Technique 

In order to conduct research among adolescents between age group of 18-20. Under non-probability sampling 

techniques, convenience sampling was chosen. The sample size decided upon was 114. The adolescents were 

students belonging to various streams of Bachelors of Management Studies, BSC IT and First year Bachelor of 
Mass Media. Care was taken that students who have been introduced to research and research methodology and 

various aspects of media and journalism have not been included in the research in order to avoid bias into the 

research. 

Observation 
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Component: Believability and Accuracy 

 

Component: Believability and Accuracy 

 

Component: Believability and Fairness 

 

Component: Believability 
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Component: Believability 

 

Component: Accuracy 

 

Component:  Accuracy 

DATA ANALYSIS 

Of all the news beats consumed on social media, entertainment is most read newsbeat and politics is at the 

fourth most preceded by Lifestyle and Crime. The data suggest political controversies as the most preferred kind 

of political news story on social media and pre-election news being the lowest. Political Memes and Headlines 

together perceived to be as the dominant means used by the Social media to sensationalize political news 
stories. The perception of the accuracy and objectivity of political news events and news stories carried in social 

media sites are found to be neutral. This suggests a lack of a deep involvement of the respondents with political 

news content appearing on the social media. 

It’s interesting to note that majority agreed that political organisations create paid content on social media 

platforms and that social media informs political news faster than traditional media. But it was found that they 

are neutral, rather unsure and ignorant about social media’s verification on information on political news. They 
couldn’t take a stand whether the news stories on social media gratifies or informs them. Majority decided not 

to comment on negative political parties stories as being paid information. The respondents generally agree that 

the news stories on social media is a direct attempt by political parties to influence users. Filtration of political 

news stories is a different aspect in itself. The respondents preferred to stay neutral on it. It is possible that the 
respondents couldn’t comment on it as they were ignorant about it. Although respondents considered that 

political memes are one of the ways in order to sensationalise news yet they preferred to stay neutral regarding 

political memes describing the current state of affairs. 

CONCLUSION 

The analysis of data directs us towards a lack of definitiveness displayed by adolescents with respect to the 

dimension of credibility as a whole associated to social media consumption of political news stories. Therefore, 
the null hypothesis stands rejected. However, when one looks at the sub-components, perception of Believability 

and Accuracy lies in the territory of neutrality tending towards agreement which is higher than the component of 
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Fairness. Adolescents perceive the component of Fairness to be lesser than Accuracy and Believability 

associated with political news articles on social media. 

FURTHER SCOPE 
The perception study on credibility associated by adolescents can be studied with respect to social media news 

consumption on various news beats in journalism. Also, the research can be a qualitative exploratory study. 
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ABSTRACT  

Technology is rapidly automating all the manual work. Voice Assistant (VA) is one such application that can 
transcribe human speech, exploits provided verbal information and logical data and gives the user significant 

information about his inquiry via symphonized speech and has proved to be a good fortune to the technology. 

VA is used by both native and non – native English Speakers. Users can ask questions, perform basic day – to – 

day task such as setting reminders, create to – do lists, send emails and texts, manage calendars, control 
home automation, web searches on the internet and media playback using voice commands. VAs such as 

Amazon’s Alexa, Google’s Assistant, Microsoft’s Cortana, Apple’s Siri are few of the most prevailing, 

prominent and accustomed used VAs which are ingrained in smartphones, smart watches or dedicated home 
speakers. VAs have become a principal part of the technology gadget experience and this amplifying 

competition has led to an across – the – board improvement as well. In this review, I have plunged into the most 

popular VAs against each other, to find out which one is the BEST! I will also discuss the privacy and security 

concerns related to the VAs and also future prospect uses of these VAs. 

Keywords: Voice Assistants (VA), Google’s Assistant, Siri, Cortana, Alexa. 

I INTRODUCTION 

The Covid – 19 Pandemic has increased reliance on telehealth and additional digital tools for distant healthcare 

delivery. In a recent article published in the NJP Digital Medicine, researchers abstracted the posture of VAs as 
a dawning tool for remote care delivery and put forward the aptness of health systems and technology saviors 

to advocate these tools during the current health confrontation and beyond. One of the research authors, Ujjwal 

Ramtekkar, MD, a child and adolescent psychiatrist at Nationwide Children’s and medical director of 
Tele/Virtual Health for Behavioral Health, says “Voice assistant systems are already a part of our daily lives.” 

[14] 

A new leading – edge technology in every family home is a Voice Assistant, such as a Google Home or an 
Amazon Echo. These gadgets are usually quartered in the drawing – room as a source for music, jokes, keeping 

timers for a family game or even asking general knowledge questions, in the cookery as a source for cooking 

appetizing food recipes or even in master – bedrooms, to control home automation of devices while you 

kick – start after an exhausting day. [9] In penned definitions, Voice Assistants (VAs) are defined as, “voice-
based interface that relies on voice commands supported by artificial intelligence to have verbal interaction 

with the end users for performing a variety of tasks.” [7] VAs interminably listens for a key word to awaken. 

Once it hears the key – word, it distinguishes the user’s voice, consigns it to a dedicated server, the server 
processes and annotates it as a command. Bound by the command, the server releases the VA with 

particularized intelligence to consummate assignment with profuse services and devices requisitioned by the 

user. 

Google’s Assistant was effectuated by Google in 2016, molded to be verbose and reciprocal experience. Siri 
was invented by Stanford Research Institute Cohorts, which was acquired by Apple in 2011 and was assimilated 

in the iPhone 4S as a spanking new feature. Amazon’s Alexa was unveiled in 2014 along as an accessory to 

Amazon Echo speaker. In January 2015, Microsoft publicized the availability of Cortana for Windows 10 

desktops and mobile devices as part of fusing Windows Phone into the operating system principally. [11] 

A VA is bygone a character in science. Humans have always desired to talk to computers ensuing its inception. 

Just a decade ago, having human – like synergetic conversation with computers resembled day – dreaming but 
here we are, having VAs brainier, humanistic and illuminative than ever. All these VAs have their own base 

apps or an enthusiastic home screen page or a widget and are responsive to display supplementary information 

like weather, news and more. It is the quickest – growing and unremittingly oscillating technology over the last 

few years. 

II OBJECTIVE 

Voice assistants can execute voluminous activities and every voice assistant has its own inimitable component 

although they do proportion out some homogeneity and are knowledgeable to carry out fundamental pursuits 
such as setting reminders, timers, alarms, making phone calls, read and send messages, making to do lists, 
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weather forecasting, basic calculations, control media playback from connected devices such as Amazon’s 

Echo Dot, Spotify, Netflix etc., manage home automation devices such as lights, locks etc., respond to basic 

information queries. Apart from these common features, VAs also cling to proficiency symptomatic to 
themselves. For example: Amazon’s Alexa is qualified of ordering your usual local favorite drink from 

Starbucks, booking an Uber. Google’s Assistant uses web services such as Tasker and IFTTT (If This Then 

That) that’s able to systematize multiple tasks, with the use one single key – word. [3] To illustrate, using the 
key – word “I am Home” could activate considerable proceedings such as turn off the security camera, turn on 

the lights and air conditioner, lock the garage doors, turn on the coffee maker, read voicemails, remind the user 

of his scheduled medical appointments, if any. 

Every Voice Solution is not a Voice Assistant, but every Voice Assistant is a Voice Solution. To be categorized 

as a Voice Assistants, Voice Solution should effectuate these three conditions: 

1. Voice as Input: Primary Mode of Input for a VA should be Voice. 

2. Conversational: VAs should be capable to have two – way natural and contextual communication with 
the user. 

3. Confirmational: VAs should be able to confirm, clarify and answer with context to the user’s request. 

[15] 

Maintaining the illusion of fluid and natural interactions has forged a breach between the user expectation and 
the real jurisdiction of this VAs which the source is time and time again of partakes of frustration. The primal 

ambition is to substantiate the real potential of the Voice Assistants, which the founders have called attention to 

and acclaimed the most. Based on the heterogeneity in the susceptibility of so many trending and ingenious 
Voice Assistants, it pushes the user into a dilemma while culling the most coherent Voice Assistant, pertaining 

to user experience, security and privacy, personalization, and to draw a conclusion which one prevails to be the 

best in real life. 

III LITERATURE SURVEY 

A. Revamping Voice Assistants 

Have you ever asked a Voice Assistant – Google’s Assistant, for instance, about her age? Sometimes she replies 

“I came into this world in 2016, so I am technically a baby, but I don’t throw tantrums, and I am super good at 
helping others.” Asking Alexa, the same question, she replies “I’m 6, I celebrated my Golden Birthday which 

means I turned 6 on the 6th of November.” whereas Cortana replies “Well, my birthday is April 2, 2014, so I’m 

really a spring chicken. Except I’m not a chicken.” Asking Google’s Assistant about her gender, she replies “I 
am all inclusive. I try to stay neutral.” Asking Alexa, she replies “As an AI, I don’t have a gender.” And 
Cortana replies “Well, technically I'm a cloud of infinitesimal data computation.” 

Voice Assistants are increasingly common in current generation Smart Devices and are compatible with many 

IoT makeshifts that run a managed Operating System. Siri is exclusively available on iOS devices such as the 

iPhone, iPad, iPod, Apple Watch, Mac, Apple Watches, Home Pod, and Apple TV. Alexa from Amazon works 

automatically with Amazon's Resounds, Fire Stick, Dash Thing Family, and a plethora of clever contraptions 
operating on iOS and Android, such as modern speakers, smart televisions, smart watches, headphones, indoor 

coolers, and so on. Cortana from Microsoft works with Windows 10, Xbox One, Android, Skype, iOS, and 

Windows Mixed Reality devices. Google Home, Philips Hue White Starter Kit, Google Chromecast, Nest Cam 
IQ, Sengled Smart LED Starter Kit, and a slew of other devices are compatible with Google Assistant. [13] 

The last decade has reshaped people’s school of thought on Voice Assistants. From measured users to 
unfathomable users, VAs have now matured to be a vital component of our daily lives. Today, we are perpetual 

users of Apple’s Siri, Amazon’s Alexa, Google’s Assistant, any many more. Things recuperated with the 

launch of Google Home, Apple’s Home Pod and Amazon Echo Dot. All these descend on that VAs ratify 

themselves as driving force for technology not only in household, but also in business quarters too. The use of 
VAs is parading at a rampant rate across all verticals, ranging from healthcare to banking to production and 
manufacturing industries. 

B. Voice Assistants Trends and Statistics 

The growing global sales of smart speakers such as Google Home and Amazon Echo are fueling these VA 

honours. This also implies that virtual assistants will dominate the web search area in the next years. Current 
statistics show that 3.25 billion individuals utilise VAs from coast to coast. That equates to around half of the 

world's population. According to reports, the figure might reach 4 billion in 2020, 5 billion in 2021, and 6.4 

billion in 2022. According to Gen Z statistics, 38% of them want to buy via voice-activated ordering. By 2021, 
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virtual employee VAs will be used by 16.5% of digital employees. According to Gartner voice search data, 

VAs will be integrated into commercial and consumer settings, with a $3.5 billion market value by 2021. VAs 

will be used to optimise testing, medicine, and patient data in industries including as healthcare, remote 
diagnostics, and elder-care applications. At the moment, data show that the procurement of cutting – edge 

technological equipment is pre – eminent in the United States, Canada, and Mexico. [16] 

According to a research conducted by Uberall, 21% of surveyees were utilising virtual assistants at the end of 
the week. Almost 10% of queries began as questions – who, what, when, where, why, and how – compared to 

just 3.7 percent of text-based searches. While driving, 52 percent of those polled used a virtual assistant (VA). 

Cortana voice search accounts for 25% of desktop searches in Microsoft Windows 10. 52 percent of the VAs 

were assigned to drawing rooms, 25 percent to bedrooms, and 22 percent to the kitchen. VAs usually sought 
contrastive activities from surveyees. The market for virtual assistants is anticipated to reach $15.8 billion by 

2021. [12] 

2.0 Comparative Study of the Voice Assistants 
A lot of people reckon Siri, Google Assistant, Alexa, and Cortana, are all just alternatives of the same VAs, 

setting aside each has its own individuality, imperfection, and stability. Take a glance at the comparison table 

below. [10] 

Parameter Siri Google’s Assistant Alexa Cortana 

Parent Apple Inc Google Amazon Microsoft 

Initial Release 14th October, 2011 18th May, 2018 November, 2014 2nd April, 2014 

Awaken Key – Word “Hey Siri” “Ok Google” “Alexa” “Hey Cortana” 

Operating System iOS 5 onwards, 
macOS sierra 

onwards, tvOs, 

watchOS 

Android, iOS, 
KaiOS(jio Phone) 

Fire OS 5.0 or later, 
iOS 8.0 or later, 

Android 4.4 or later 

Windows, iOS, 
Android, Xbox OS 

Compatible With iOS Devices such 
as Mac, Apple 

Watch, Apple TV, 

Home Pod 

Android 4.1 and 
higher, Google Home, 

Chromecast, Philips 

Hue Starter Kit, Nest 
Cam IQ 

Android, iOS, Fire 
Stick, Dash, Amazon 

Resounds 

Windows 10, 
XBOX, ONE, Skype, 

Windows Mixed 

Reality 

Geofencing Limited Y N Y 

Web Search Y Y Y Y 

Search Engine Used Google Search Google Search Bing Search Bing Search 

3rd Party App 
Support 

Y Y Y Y 

Play Music Y Y Y Y 

Set Reminders / 

Alarms 

Y Y Y Y 

Make Calls Y Y Y Y 

Weather Forecasting Y Y Y Y 

Send and Receive 

Messages / Emails 

Y Y Y Y 

Get an Uber Y Y Y Y 

Look Up Directions Y Y Y Y 

Manage Home 

Automation 

Y Y Y Y 

Table I. Comparative Study of the Voice Assistants. 

Parameter Siri Google’s Assistant Alexa Cortana 

Basic Search 5/5 5/5 5/5 5/5 

Performing Simple Tasks 5/5 5/5 5/5 5/5 

Compatibility 5/5 5/5 5/5 3/5 

AI Capability 4/5 4/5 4/5 5/5 

Diversity (Accents / Languages) 5/5 5/5 4/5 3/5 
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1) Data Analysis :  

The most suited survey type is thought to be an online survey. As a result, the target demographic of users and 

potential users is mostly made up of present Internet users. An online survey proved beneficial in terms of 
facilitating time-efficient and effective participation. The poll was completed by 40 people, who answered 18 

questions on the VAs they use, when they use them, and their privacy concerns about these VAs. The survey 

is circulated using Google Form by sending the link in various WhatsApp groups. The survey answers were 

evaluated based on which VA they thought was the best and the device they used to access each VA. 

IV USERS 

Out of the 40 respondents, our users comprised of 47.5% Male, 37.5% Female and 15% of the users did not 

wish to disclose their gender. 75% of the users belonged to the age group of 18 – 34 years, 15% belonged to the 
35 – 54 years age group, 7.5% belonged to the greater than 54 years age group. This proves that Voice 

Assistants are most famous within the technology expert teenage group. 

 
Fig 5.0.1.1 Gender Survey of Users 

 
Fig. 5.0.1.2 Age Survey of Users 

1) VA and the Device used by User : 

72.2% of the respondents used Google Assistant, 36.1% users used Siri, 16.1% users used Alexa and 11.1% 

users used Cortana. Hence as derived from the survey Google Assistant is the most used Voice Assistant, 
followed by Siri and Alexa. Cortana remains the least favored Voice Assistant. 89.5% respondents used their 

Personal Mobile Phone to use Voice Assistants, 21.1% used Laptop / Computers and the remaining 18.4% users 

used Smart Speakers. As derived from the survey, most users use VAs on the Smartphone as it is always handy. 

 
5.0.2.1 Voice Assistants used by users 
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Fig. 5.0.2.2 Devices used by users 

2) Frequency, How and When are VAs used : 
37.85% users used VAs few times in a day, 21.6% users used daily and weekly respectively and 18.9% users 

used it monthly. Voice Assistants are majorly used by our users to play music (56.4%), to browse web (43.6%) 

and to provide information about weather, traffic, news or sports and ask general questions (35.9%). Most of 

the users agreed to use VAs while at home (74.4%), while driving (30.8%) and while at work (17.9%). 

 
Fig. 5.0.3.1 Frequency Survey on use of VAs 

  
Fig. 5.0.3.2 Survey on most common uses of VAs 

 
Fig. 5.0.3.3 Survey of when are VAs commonly used 
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Usability Study 

As per the survey, most of our users seem comfortable using the VAs. The users have agreed that the VAs are 

easy to use, clear and understandable, and is easy to become skillful using the VAs. Among the four Voice 
Assistants surveyed, Google Assistant is the most trusted VA leading with 60.5% score, followed by Siri 31.6% 

and Alexa with 5.6%. The lowest scored VA is Cortana, 2.6%. It becomes apparent that Google Assistant is the 

most widely used Voice Assistant in Mobile Phone, and on a few times a single day basis. The Voice Assistant 

used less (in terms of frequency) is Alexa and Cortana. 

 
Fig. 5.0.4.1 Survey to know if VAs are easy to learn 

 
Fig. 5.0.4.2 Survey on most clear and understandable VA 

 
Fig. 5.0.4.3 Survey to know if one can become skillful with use of VA 
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Fig. 5.0.4.4 Survey on most easy–to–use VA 

 
Fig. 5.0.4.5. Survey on most trustworthy VA 

5.0.1 Security and Privacy Concerns with VAs 
According to these findings, the Data Security element is highly regarded, with a medium perceived ease-of-

use. 53.8 percent of users were concerned that the VAs were listening in on their private talks in an unethical 

manner, while 17.9 percent thought that their chats were private in the presence of the VAs. 51.3 percent of 

users indicated that the information transmitted between the device and the service provider was not encrypted, 
implying that the user's private information was passed on to the service provider without their knowledge. 28.2 

percent of users trusted Voice Assistants and felt that no communication occurred between the device and the 

service provider without the user's authorization. The majority of users, 69.2 percent, have observed the 
untimely activation of the VA (Voice Assistant activated without the use of the exclusive activating Key – 

Word), indicating that the microphone on these devices is always active, with or without the use of the 

Activating key – word, posing a risk of data breach. Among these, 61.5 percent have raised worries about their 

data being transmitted to third parties and the Voice Assistants gaining access to this unethically gathered data. 

 
Fig 5.0.5.1 Survey on unauthorized listening by VA 
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Fig. 5.0.5.2 Survey on Information Communication via VAs 

 
Fig. 5.0.5.3 Survey on Activation of VA 

 
Fig. 5.0.5.4 Survey on Data Collection by VA 

5.0.2 Future Expectations from Voice Assistants 

As per the user expectations, 78.4% says that Voice Assistants need to upskill themselves to converse more like 
humans and have natural conversational skills. The Voice Assistants need to available in more different 

languages and support more regional languages as well making them available to use in lesser developed and 

rural areas where Voice Assistants and technology is still in backward positions. 54.1% users prompted Voice 
Assistants to have the ability to call and assist with the relevant and required emergency services so as to help 

in during unforeseen conditions. 
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Fig. 5.0.6.1 Survey on Future Expectations from VA 

VI CONCLUSION 

The primary conclusions of the survey's research with a sample size of 40 respondents revealed the advantages 
and downsides, privacy issues, and the most trusted Voice Assistant. This research presented the findings of an 

examination of four resourceful VAs in order to choose the best VA based on how accurate their replies were. 

The investigation included the most prominent virtual assistants on the market: Siri, Cortana, Alexa, and 
Google Assistant. The results demonstrate that Google Assistant and Siri are much ahead of Alexa and 

Cortana. There is no statistically significant conflict in claiming that Siri is superior to Google's Assistant or vice 

versa. Despite the fact that our results are uncontaminated, similar replication should be conducted in a variety 
of settings in order to get additional first person testimony on the usage of VAs. The study undertaken in this 

publication has certain limitations due to a lack of resources. To begin with, the majority of poll respondents 

are students between the ages of 18 and 34, which may reduce the sample's representation of the overall 

population. Furthermore, due to a lack of individuals from various age groups, cross- cultural differences could 
not be noticed. This is an intriguing starting point for future study on confidence in voice assistants. Options for 

aged care and their implications for trust might be studied, particularly in light of a caregiver shortage. Finally, 

data security-focused marketing is an area to investigate further. It would be interesting to expand on this 

research in the future by using additional VAs. 
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