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ABSTRACT 

The objective of this project is to forecast and predict the movement of gold prices with time series and machine 

learning models in Python. Since commodity prices, especially gold, are non-stationary and non-linear, this 
research examines the shortcomings of conventional models and presents advanced methodologies to more 

effectively capture the dynamic nature of gold. We worked on historical gold price data and performed data 

pre-processing, feature engineering, visualization, and predictive modelling. Our method involves the Random 

Forest Regressor and comparison with other models. Accuracy of the model is measured with regard to R
2
 

score, which is a comparison measure between different models. The aim is to offer robust forecasting data and 

solve the biggest problems of gold price forecasting with machine learning models. 

INTRODUCTION 

Overview 

Gold remains an important commodity in the world of international finance. Gold prices are regulated by a very 

complex interplay between economic, geopolitical, and market-related factors. Accurate forecasting of gold 
prices is of extreme importance to investors, economists, and policymakers alike. However, traditional 

statistical models usually assume linearity as well as stationarity, which are not always true to the nature of 

actual world commodity data. Such a situation indicates the importance of the use of machine learning models 
that are capable of dealing with non-linear trends, volatility, and more advanced feature sets. 

Objective 

The primary objectives of this project are: 

1.  To collect and pre-process historical gold price information. 

2.  To illustrate and comprehend the trends, seasonal variation, and price action in gold. 

3.  To mitigate disadvantages of classical models such as linear regression or ARIMA in dealing with non-

linearity and non-stationarity. 

4.  To create a machine learning model—in this case, a Random Forest Regressor—to predict gold prices. 

5.  To compare gold price movements and provide detailed forecasting analysis. 

METHODOLOGY 

1. Collecting Data 
We used gold price information spanning 24 years, starting from 2000 to 2024, containing multiple factors, such 

as opening, high, low, closing prices and adjusted closing prices, from a publicly available data set in Kaggle, 
downloaded as CSV file sources. 

2. Data Pre-processing 
• Null values were identified and then resolved. 

• Parsing of dates enabled timestamp conversion to set index values. 

3. Feature Engineering 
Correlation matrix was used to study the correlation among different features. Correlation analysis helps to 

understand how different indicators relate to each other and the overall gold price trends. If multiple features 

have a high positive correlation among themselves, including all of them can introduce redundancy. Adjusted 

closing price was chosen as the primary feature as it is more historically consistent and reliable for long-term 
analysis. 

4. Model Building 
Random Forest Regressor was applied due to its power in ensemble-based, non-linear modelling. Apart from 

that, it also prevents overfitting as it uses multiple decision trees, which themselves are trained on randomly 

split individual datasets and the predictions of each decision tree are averaged. The dataset was splitted into 

train and test datasets. Train data were used to train the model in order to predict the "Adj_close" gold price 
using engineered features. The trained model was evaluated on test data. 
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5. Assessment Criteria 
R

2 
score was used to check the performance of the model. R

2 
score is used to measure how well a regression 

model explains the variability of target variable. It quantifies the "goodness of fit" of a model. R² values range 

from 0 to 1 (or 0% to 100%). A value which is closer to 1 indicates that the model explains a large portion of 

the data's variability, suggesting a better fit. On the contrary, a value closer to 0 suggests that the model doesn't 
explain much of the variability and is no good than mean-based prediction model. 

These steps provided insight into the accuracy and stability of the model. 

LITERATURE SURVEY 

1. Methods of Predicting Gold Prices 
Time series forecasting methods such as ARIMA, Holt-Winters, and GARCH have traditionally been used in 

financial forecasting. However, these models are generally linear and stationary in nature, limiting their 
application to actual gold price data with regime changes, volatility clusters, and complex patterns. 

2. Machine Learning in Commodity Forecasting 
Research indicates that ensemble techniques, such as Random Forests and Gradient Boosted Trees, are good at 
capturing nonlinear relationships. Multiple study indicates the strength of Random Forest in dealing with noisy, 

multivariate data. Deep learning techniques, such as Long Short-Term Memory (LSTM) networks, are also 

promising but need vast amounts of data and careful parameter tuning. 

3. Python Financial Forecasting Tools 

•  Pandas: Used for pre-processing and manipulation of data. 

•  Scikit-learn: Used for implementation of machine learning models. 

•  Seaborn & Matplotlib: Used for trend detection and visualization. 

4. Limitations of Existing Models 

•  Linearity Assumption: Many models cannot detect nonlinear trends. 

•  Stationarity Requirement: Real-world data is often non-stationary. 

•  Feature Simplicity: Traditional methods ignore multivariate complexity. 

•  Poor Generalization: Overfitting in standard models lowers future accuracy. 

Our research fills these gaps by integrating large-scale preprocessing, feature engineering, and non-linear 

modelling methods which also prevents overfitting. 

FINDINGS AND ANALYSIS 

1. Dataset Overview 
The gold price dataset used in the project was collected from Kaggle, which is a reliable and popular data 

source. The dataset has comprehensive gold price information including multiple key indicators like open, 
close, adjusted close, high, low, and volume. 

 

2. Dataset Description 
The dataset used in the project is a large one, containing gold prices over the period of 24 years, from August 

30,2000 to October 30,2024. The dataset reflects gold price trends of certain influential time periods like 2008 

global financial crisis and COVID-19 pandemic etc. The dataset includes following columns: 

•  Date: The specific date on which gold prices are recorded. 



International Journal of Advance and Innovative Research   
 Volume 12, Issue 2: April - June 2025 
 

246 

ISSN 2394 - 7780 

•  Open: The starting price of a particular date. 

•  High: Highest price recorded on a particular date. 

•  Low: Lowest price recorded on a particular date. 

•  Close: The ending price of a particular date. 

•  Adjusted Close: Adjustments made on closing price keeping in mind dividends, stock splits and other 

corporate actions. 

•  Volume: Total amount of gold traded during a trading session. 

The dataset comprehensively reflects gold price movements over the period, capturing various market 

conditions, trends, and impactful events that have influenced gold prices. 

3. Exploratory Data Analysis (EDA) 
Exploratory Data Analysis (EDA) is an essential process for understanding the features of a dataset, detecting 

patterns, trends, and outliers, and preparing the data for predictive modeling. In this section, we conduct several 
analyses and visualizations to derive insights from global gold price data between August 30, 2000, and October 

30, 2024. 

 

4. Statistics 
Key statistics are included: 

•  Mean: The average value of each feature. 

•  Standard Deviation: It is a process of measure of the amount of variation. 

•  Minimum and Maximum: The range of values. 

•  25th, 50th (Median), and 75th Percentiles: Quartiles that Provide insights into the distribution of the data. 

5. Correlation Matrix 
There is a significantly high positive correlation among the "Open," "High," "Low," "Close" and ―Adjusted 

Close‖ prices. So, including all of them into the model will inevitably introduce redundancy and make the 
model less efficient. So, adjusted closing price was chosen as the primary feature for the model for its reliability 

compared to other prices. 

6. Visualization 
Visualizations help in understanding the temporal dynamics of the gold prices and identifying trends, 

seasonality, and outliers. 

 Correlation Heatmap 
The following heatmap shows the correlation between different indicators like open, high, low, close, adjusted 

close, volume to understand their relationship with each other and price trends. Correlation analysis is also 
essential for feature selection. 
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The distribution of adjusted closing prices throughout the years is shown with the help of the following graph. 

 

7. Model Selection and Implementation 
We chose Random Forest Regressor for gold price forecasting as it deals non-linear data like financial data well 
compared to traditional statistical models or linear regression models. It also prevents overfitting by 

implementing multiple decision trees. Each decision tree is assigned a randomly split subset from the main 

dataset. After each decision tree makes an individual prediction, all of them are averaged to make a uniform 

prediction. 

The dataset was split into train and test sets. The model was trained on the train dataset and evaluated using the 

test dataset. 

8. Model Assessment 
R

2 
score was used to check the efficiency of the model. A score closer to 1 means that that the model is well 

suited for prediction and a closer score to 0 means the model does no better than mean-based prediction. As our 

score was 0.9999964241664631, we can certainly say that our model is good fit for predicting gold prices. 

The Random Forest model captured the short-term and long-term trends extremely well. The feature importance 

plot revealed that the "Adjusted Close" values were the best predictors. 

CONCLUSION 
This research demonstrated an integrated approach to gold price forecasting that combines financial insight, 

time series techniques, and machine learning models. The Random Forest Regressor model outperformed 

simple models by accurately predicting price movements and reacting to volatility. 

Key Takeaways: 
•  Gold price is driven by multi-factor dynamics that need non-linear modelling. 
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•  Conventional models are inadequate in unstable, non-stationary environments. 

•   Random Forest-based machine learning techniques offer enhanced accuracy and interpretability. 

•  Feature engineering plays a crucial role in boosting predictive performance. 

Future Work: 

•  Macro indicators (e.g., inflation, interest rates) can be added as additional features improve the efficiency of 

the model. Comparison with other commodities like crude oil or silver prices can be made to find out how 
those factors influence gold prices. 

•  We can compare our outcomes with deep learning models such as LSTM and Prophet. 

•  Interactive dashboards for real-time forecasting can be developed with live data accessed via web scrapping. 
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